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Abstract. In this research, a grid search approach is employed to develop an improved support 

vector machine (SVM) based breast cancer detection model. The grid search is used to find the 

best combinations of parameters that could maximize the accuracy of the SVM algorithm on 

breast cancer detection. Moreover, this study explores the effect of parameter tuning on the 

performance of SVM algorithm on breast cancer detection. The findings of this research shows 

that parameter tuning has a significant effect on the performance of the SVM algorithm on 

breast cancer detection. The effect of parameter tuning on the performance of SVM algorithm 

is experimentally tested on the Wisconsin breast cancer data collected from kaggle data 

repository. We have compared the performance of the SVM algorithm with the tuned hyper-

parameters in the training and with default parameters. The result analysis on the performance 

of the SVM algorithm for breast cancer detection on the test dataset shows that the accuracy of 

the proposed enhanced model is 94.07% and the performance of the algorithm with the default 

hyper-parameters is 89.4%. 

Keywords: parameter tuning, breast cancer, breast cancer detection, model optimization, 

parameter tuning. 

1. Introduction  

In recent years, breast cancer has become one of the most common types of cancer causing 

death in the world [1]. The diagnosis of breast cancer requires identification of the presence of 

the cancer. Medical experts are required in the decision making process that involves analysis 

of X-ray images and using ultrasound. The manual identification process is time-consuming 

task and errors are produced due to stress and physician expert experience during detection of 

the breast cancer. A breast cancer identification can be automated using machine learning 

algorithms. In this case, a learning algorithm is trained on a set of breast cancer observations 

and the machine predicts a new observation and determines whether the new observations is a 

cancerous or normal. 
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Although machine-learning algorithms are widely applied in medical research for identification 

of breast, the accuracy of the learning algorithms desired to be of maximum possible level so 

that breast cancer identified correctly and with better precision. However, without the use of 

optimization approaches such as the hyper-parameter tuning, the default parameters used by 

inherent machine learning algorithms such as support vector machine (SVM) cannot be 

efficient to predict disease [3-6] with acceptable level of accuracy. Determining the hyper-

parameter value that yields highest possible accuracy requires an automated approach. This 

research propose a novel SVM based model with grid search approach for parameter tuning 

when training the model. Primarily, this research is devoted to develop an efficient support 

vector machine based breast cancer detection model. Moreover, this research focuses on 

exploring the answers to the following research questions: 

1) How to optimize the performance of SVM algorithm for breast cancer detection?  

2) What is the best combinations of hyper-parameter that could produce maximum possible 

accuracy on breast cancer detection using SVM algorithm?  

3) What is the effect of parameter tuning on the performance of SVM algorithm on breast 

cancer detection?  

4) What is the accuracy of SVM for breast cancer detection? 

2. Literature review  

Numerous research works have been conducted on the identification of breast cancer using 

machine-learning algorithms [1-20]. But, most of the researches does not explored the effect 

of hyper-parameter tuning for the purpose of optimizing the accuracy of the machine learning 

algorithms in breast cancer detection. 

In [2], a support vector machine based breast cancer prediction model is proposed. The 

proposed model is evaluated and evaluation results shows that the model has 81.80% accuracy 

on breast cancer prediction. 

In another study [3], on breast cancer detection the K-Nearest Neighbor (KNN), SVM and 

Naive Bayes algorithm are compared against their prediction accuracy on breast cancer 

identification. The comparative analysis on the performance of the three algorithms shows that 

SVM algorithm performed better than the KNN and naïve Bayes algorithm. 

In [4], four supervised machine-learning algorithms, namely, SVM, logistic regression, random 

forest and naïve Bayes algorithm are compared on the breast cancer prediction. The 

comparative result of the predictive accuracy on breast cancer detection shows that random 

forest has better performance on breast cancer detection as compared to the Naïve Bayes, SVM 

and logistic regression.  

In another study [5], a support vector machine based breast cancer diagnosis model is proposed. 

In the study, the authors highlighted that determining the best kernel value as a future work. 

The results analysis shows that the proposed model achieves an accuracy of the 93.06%.  
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In [6], the authors compared the performance of SVM, Knearest Neighbor (KNN), random 

forest and decision tree on breast cancer detection. The authors used the Wisconsin breast 

cancer data repository for testing and training the model. The comparative result of the 

performance of these algorithms shows that the KNN algorithm has better accuracy as 

compared to the random forest, the SVM, decision tree and random forest algorithm. 

In [7], a convolutional neural network (CNN), support vector machine (SVM) and random 

forest (RF) algorithms are used and a model is proposed for breast cancer detection. The result 

of performance analysis shows that better classification accuracy is achieved with CNN 

algorithm as compared to the RF and SVM and random forest is better than SVM.  

In [8], a comparative study is conducted on support vector machine and random forest 

algorithms. The performance of support vector machine and random forest algorithm is 

compared for breast cancer detection. The result of performance comparison shows that the 

SVM algorithm has better performance as compared to the random forest algorithm on breast 

cancer detection. 

In [9], random forest and support vector machine based breast cancer detection model is 

proposed. The authors used the Wisconsin breast cancer data repository for testing and training 

the proposed model.  

In [10], the authors surveyed the importance of machine learning algorithms in breast cancer 

detection. Machine learning algorithms are widely used for detection and forecasting disease 

cases. 

In [11], support vector machine based breast cancer prediction model is proposed using the 

Wisconsin breast cancer data repository. The author compared the random forest and naïve 

Bayes algorithm on breast cancer detection. Experimental result shows that the random forest 

is the most effective algorithm on breast cancer prediction with better accuracy as compared to 

the support vector machine and the Naive Bayes algorithm. 

In [12], a K-Nearest Neighbor (KNN) and support vector machine based breast cancer 

detection model is proposed. The performance of the algorithms are compared using the 

accuracy metric as performance measure. The comparative result shows that the support vector 

machine has better accuracy as compared t the KNN algorithm on breast cancer detection. 

In [13], three machine learning algorithms namely the random forest, support vector machine 

and the Naïve Bayes algorithm based breast cancer detection model is proposed. Experimental 

result analysis on the performance of the three algorithms on breast cancer detections shows 

that the random forest algorithm has better accuracy compared to the support vector machine 

and the Naïve Bayes algorithm. 

In [14], the authors proposed a machine-learning model for breast cancer prediction using three 

machine learning algorithms namely, linear regression, decision tree and random forest. The 

most popular breast cancer data repository, namely the Wisconsin data repository is used for 
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training and testing the model. The performance of the proposed model is analyzed and result 

shows 88.14% accuracy.  

In [15], a Radom forest based breast cancer diagnosis model is proposed. The Wisconsin breast 

cancer data repository is used to train and test the proposed model and performance test result 

shows that the model has acceptable level of accuracy even though, the performance can be 

improved to a better level. 

3. Research methodology  

In this research, a breast cancer data collected form the kaggle breast cancer data repository is 

used for training and test support vector machine to develop the proposed model on breast 

cancer detection.  

The dataset consists of 569 observation. To determine the best hyper-parameter combination 

that could maximize a support vector machine algorithm on breast cancer detection, a grid 

search method is employed. The proposed model is implemented using python programming 

language.  

3.1 Correlation model 

We have employed a Pearson’s correlation for analysis and visualization of the relationship 

among breast cancer dataset features to the target feature.  Visualization of the relationship 

among each feature to the target variable (feature) helped us to investigate predictable 

relationship among the dataset features. Pearson’s correlation for each feature to the target 

feature in breast cancer dataset is illustrated in figure 1. 

 

Fig. 1. Relationship among breast cancer dataset features. 

Figure 1 shows Pearson correlation among the breast cancer dataset features to the target 

feature. As shown in figure 1, perimeter worst, radius and mean area has strongly correlated to 
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heart failure and ejection fraction is negatively relationship to the target feature (class label 

namely the diagnosis). 

4. Results and Discussions 

In this section, experimental results are analyzed using different performance metrics such as 

the confusion matrix and predictive accuracy. The proposed model is evaluated with confusion 

matrix and accuracy as performance metrics. 

4.1. Confusion Matrix   

 The confusion matrix for the proposed support vector machine based breast cancer detection 

model is shown in figure 2. We have employed confusion matrix to analyze the number of 

correct and incorrect classification by the proposed model, which demonstrated in figure 2. A 

comparative analysis on internet support vector machine with default hyper parameter and the 

optimized hyper-parameters with grid search appears to prove that, the optimized model is 

more efficient as compared to the inherent support vector machine. 

 

Fig. 2. Confusion matrix for proposed and default parametrized support vector machine on 

breast cancer detection. 

Figure 2 (right) demonstrates the confusion matrix for optimized support vector machine using 

the grid search to determine the best hyper-parameter combination that produces better 

classification result. Figure 2(left) shows the confusion matrix for default parameterized 

support vector machine on breast cancer detection. As demonstrated in figure 2 (left and right), 

the proposed (optimized) support vector machine miss-classified 7 observations. Whereas the 

default parametrized support vector machine miss-classified 12 observations. Overall, the 

confusion matrix demonstrated in figure 2, appears to prove that the proposed support vector 

machine with tuned hyper-parameters with grid search is more efficient compared to the default 

parameterized support vector machine for breast cancer classification. 

4.2. The effect of gamma and C on accuracy of SVM   

The accuracy of the proposed model varies based on the parameters used in training the model. 

The effect of values of gamma and C is analyzed in this section. The performance of the 

proposed model for various gamma values is shown in figure 3. 
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Fig. 3.  The effect of gamma on predictive accuracy of SVM 

As shown in figure 3, the breast cancer detection accuracy by the proposed SVM based model 

is the highest when the lower values of gamma is chosen. As demonstrated in figure 3, the 

highest accuracy (94.04%) is achieved when gamma is equal to 0.001 the result shows that the 

support vector machine is highly sensitive to gamma values and hence, the accuracy of the 

support vector machine algorithm is significantly affected by the value of gamma. 

 

Fig. 4. The effect of C on predictive accuracy of SVM 

The effect of C values on the performance of the support vector machine is demonstrated in 

figure 4. As shown in figure 4, the better performance is achieved when lower value of C is 

chosen. However, an experimental test result shows that the C value is also depends on the 

gamma value. We have analyzed that, the lower C and gamma value gives better performance 

of detection accuracy. 
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5. Conclusion  

In this, research, we have proposed an optimized support vector machine based model for 

breast cancer detection.  We have employed grid search method for hyper-parameter tuning for 

selecting the best combination of hyper-parameters for training support vector machine. 

Moreover, the performance of the proposed model is analyzed with accuracy and confusion 

matrix as performance measures and result appears to prove that the proposed model has 

94.07% accuracy for breast cancer prediction. Furthermore, experimental result reveals that the 

performance of support vector machine can be improved using grid search approach for 

parameter tuning.. 
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