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ABSTRACT -The computerized unrest has generously transformed ourselves in which Internet-of-Things (IoT) 

assumes a noticeable job. The quick improvement of IoT to most corners of life, nonetheless, prompts different 

arising online protection dangers. Consequently, recognizing and forestalling likely assaults in IoT networks 

have as of late pulled in vital premium from both scholarly world and industry. The development of the Internet 

of Things (IoT), distinctive IoT hubs, for example, 6LoWPAN gadgets can be associated as an organization to 

offer incorporated types of assistance. Since security and intrusion detection are becoming crucial among IoT 

devices, real-time detection of the attacks are critical to protect the IoT networks. However, there exists limited 

research for efficient network intrusion detection systems (NIDS) in the IoT networks. . However, there exists 

limited research for efficient network intrusion detection systems (NIDS) in the IoT networks. This paper 

therefore proposes a new NIDS protocol with an efficient replica detection algorithm to increase the utility and 

performance of existing NIDS, where a number of replica test nodes are intentionally inserted into the network 

to test the reliability and response of witness nodes. The proposed protocol, Enhanced NIDS, can address the 

vulnerability of NIDS and improve IoT network security to detect severe compromise attacks such as clone 

attacks. The simulation study shows that compared to the state-of-the-art SVELTE protocol, the proposed 

protocol can significantly increase the detection probability and reduce the energy consumption for detecting 

clone attacks in IoT networks. The aim of the research is As upcoming Phase, with design of proposed system 

focus on the going with issues, To analyze strong and powerless reasons for different area techniques IoT, to 

extend the assault disclosure reach to deliver more IoT advances to improve security of ready traffic and the 

heads and to develop advantageous solicitations, for instance, mindful association then autonomic organization 

structures. 

KEYWORDS: Internet of Things, Network protocol, Security, Intrusion detection systems, Replica detection, 

Clone attacks. 

1. INTRODUCTION 

Nowadays, Internet of Things (IoT) have been used in a variety of critical domains and 

applications such as in energy , transportation and healthcare . However, achieving security in 

IoT is very challenging. For example, among the IoT communication technologies, IPv6 over 

Low-Power Wireless Personal Area Networks (6LoWPAN) is considered as one of the best 

protocols for realizing the IoT networks and applications . This is because 6LoWPAN 

communication is based on IPv6, which makes it possible to create intelligent services that 

could not be realized before, when the lowpower networks were closed and disconnected 

from the Internet . 6LoWPAN usually confront threats from attackers who intend to extract 
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information from the IoT devices or disable certain functions of the IoT to achieve purpose of 

attackers . One of the well-known and severe attacks IoT networks is the clone attack, also 

called node replication attack . In this attack, an adversary captures a few nodes, replicates 

them and then deploys the replicas throughout the network. If these replicas are not detected, 

the network will be vulnerable to severe internal attacks . Considering a scenario of 

surveillance on the battlefield, the adversary now can overhear the traffic passing the replicas, 

which may contain the aforementioned locations of soldiers, inject false data into the 

network, which can be false commands, deactivate other nodes and even manipulate 

legitimate nodes. Therefore, it is critical to ensure the security and intrusion detection of IoT 

networks . Once an IoT device is compromised, an adversary can launch clone attacks by 

replicating the compromised node, distributing the clones throughout the network, and 

starting a variety of inside attacks. In order to tackle the clone attacks, network intrusion 

detection systems (NIDS) have been developed to detect malicious activities such as clone 

attacks, denial-of-service attacks, and replay attacks by monitoring the network . One 

commonly used NIDS method to detect clone attacks is the identity and distance verification. 

For example, in 6LoWPAN networks, NIDS is deployed at a system level or at the edge 

networks to analyze the Internet packets and events (inbound and outbound) to identify 

malicious activities, and take actions according to the security policies of the network.  

 

2. LITERATURE REVIEW 

Novakovic et al [1] shows that each feature selection algorithm produces a different 

performance in different implementation cases. 

Zhou, Liang et al. [2] proposed a framework that utilizes a profound neural organization 

model for the order of cyberattacks. The framework depends on three stages: 1) Data 

procurement 2) Data pre-preparing. 3) Deep neural organization order. They utilized 

worldwide optical boundaries to accomplish elite exactness approx. 96.30% on SVM model 

with a learning rate 0.01, preparing ages 10, and info units 86. The outcomes show that SVM 

model performs in a way that is better than other customary AI calculations: irregular 

woodland, direct relapse, and k-closest area.  

S. Naseer et al. [3] examined the inconsistency based interruption discovery framework. They 

constructed a model that utilizes different machine and profound learning calculations for 

oddity put together interruption recognition with respect to NSL-KDD dataset. They analyzed 

the customary AI arrangement calculations nearest neighbor, SVM, Random Forest and 

Decision Tree to profound convolution neural organization (DCNN) and LSTM models and 

asserted approx. 85-89% precision on NSL-KDD test dataset.  

Jiang et al. [4] proposed a multi-channel interruption identification framework that 

utilizations long transient memory repetitive neural organizations (LSTM-RNNs). They 

coordinated the information preprocessing, include reflection, multi-direct preparing and 

identification in the interruption recognition calculation. The presentation of the proposed 
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framework broke down on NSL-KDD dataset. The framework announced approx. 98.94% 

precision and 99.23% identification rate.  

M. Tavallee [5] proposed the multi-layered mixture network interruption recognition 

framework. They analyzed the presentation of the NSL-KDD dataset on various AI order 

calculations including Naive-Bayes, Support Vector Machines, and Decision-Trees. The half 

breed indicator detailed approx. 91% exactness.  

Shone et al. [6] proposed a model that joins the profound and shallow learning, prepared to 

do accurately dissecting a wide-scope of organization traffic named as non-symmetric 

profound autoencoder (NDAE) for unaided element learning. They actualized the classifier in 

illustrations handling unit (GPU)- empowered Tensor Flow and assessed on the benchmark 

KDD Cup '99 and NSL-KDD datasets.  

Salama et al. [7] proposed a model that consolidates the limited boltzmann machine and 

backing vector machine classifiers for interruption discovery on NSL-KDD dataset. They 

chose 22 assault types in preparing set and 17 assault types in testing set. The model created 

the best when contrasted with conventional help vector machine.  

Biswas et al. [8] examined different component choice strategies and grouping procedures to 

limit the repetition in information ascribes through the blend of CFS, PCA and IGR highlight 

choice techniques before apply the arrangement calculations like SVM, k-NN, NN, DT and 

NB. The exploratory outcomes on NSL-KDD dataset show that the presentation of k-NN 

classifier is superior to different classifiers and furthermore the Information Gain Ratio (IGR) 

highlight determination technique produces best than other element choice strategies.  

Zhao et al. [9] proposed the interference disclosure method using the blend of Deep Belief 

Network (DBN) and Probabilistic Neural Network (PNN). In this methodology, they convert 

the rough data into low-dimensional data by using nonlinear learning model to assemble the 

low-dimensional data. The tests performed on KDD Cup99 dataset. The results show that the 

introduction of proposed model is generally in a manner that is superior to standard 

techniques PNN, PCAPNN and DBN 

 

3. EXPERIMENTAL ANALYSIS 

This can be processed into about 5 million connection records, each with about 100 bytes. It 

consists of approximately 4,900,000 single connection vectors each of which contains 41 

features.  

These include Basic features (e.g. protocol type, packet size), Domain knowledge features 

(e.g. number of failed logins) and timed observation features (e.g. % of connections with 

SYN errors).  

Each vector is label as either normal or as an attack (of which there are 22 specific attack 

types). 
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3.1 Proposed System 

 

Fig. 1 Proposed system block diagram 

3.2 ANALYSIS OF KDDCUP DATASET: 

 

Fig. 2 KDD Dataset # Reading kddcup Dataset with 10% values. 

 

 

 

  

 

 

 

 

 

 

 

Fig . 3 Column index with data type and object 
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3.3 KDDcup Dataset – Distribution of attack 

 

Fig. 4 Distribution of Attacks 

 

3.4 KDDcup Dataset with SVM Model ( 80% Training Data & 20% Test Data) 

 

Fig. 5 Overall accuracy of SVM model using test-set 20 is : 99.78 % 
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3.5 KDDcup Dataset with SVM Model (70% Training Data & 30% Test Data) 

 

Fig. 6 Overall accuracy of SVM model using test-set 30 is : 99.77%  

 

3.6 KDDcup Dataset with SVM Model ( 60% Training Data & 40% Test Data: 

 

Fig. 7 Overall accuracy of SVM model using test-set 40 is : 99.76%  
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3.7 ANALYSIS OF SVM MODEL 

 

Fig. 8 Analysis of SVM Model 

 

3.8 KDDcup Dataset with Naïve Bayes Model ( 80% Training Data & 20% Test Data) 

 

Fig. 9 Overall accuracy of NB model using test-set 20 is : 66.35 %  
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3.9 KDDcup Dataset with Naïve Bayes Model ( 70% Training Data & 30% Test Data) 

 

Fig. 10 Overall accuracy of NB model using test-set 30 is : 67.06%  

 

• This can be prepared into around 5 million association records, each with around 100 

bytes. It comprises of around 4,900,000 single association vectors every one of which 

contains 41 highlights.  

• These incorporate Basic highlights (for example convention type, parcel size), Domain 

information highlights (for example number of fizzled logins) and planned perception 

highlights (for example % of associations with SYN blunders).  

• Each vector is mark as one or the other typical or as an assault (of which there are 22 

explicit assault types).  

• This can be prepared into around 5 million association records, each with around 100 

bytes. It comprises of roughly 4,900,000 single association vectors every one of which 

contains 41 highlights.  

• These incorporate Basic highlights (for example convention type, bundle size), Domain 

information highlights (for example number of fizzled logins) and coordinated perception 

highlights (for example % of associations with SYN mistakes).  

KDD Cup Dataset comprises of around 4,94021 single association vectors every one of 

which contains 42 highlights. These incorporate Basic highlights (for example convention 

type, parcel size), Domain information highlights (for example number of fizzled logins) and 

planned perception highlights (for example % of associations with SYN blunders). Every 

vector is marked as one or the other ordinary or as an assault (of which there are 23 explicit 

assault types, as laid out in Table I). It is basic practice to utilize 10% of the full size dataset, 

as this furnishes an appropriate portrayal with diminished computational necessities. This 
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10% subset is delivered and scattered close by the first dataset. In this paper, we utilize the 

10% (thus alluded to as KDD Cup Dataset) subset, which contains 494,021 records. 

Table 1. Composition of KDDcup Dataset 

 

Sr. No. Attack Type Total No. of attack 

1 normal.  87832 

2 neptune. 51820 

3 back. 968 

4 teardrop. 918 

5 satan.                 906 

6 warezclient.           893 

7 ipsweep.               651 

8 smurf.                 641 

9 portsweep.             416 

10 pod.                   206 

11 nmap.                 158 

12 guess_passwd.           53 

13 buffer_overflow.        30 

14 warezmaster.           20 

15 land.                   19 

16 imap.                  12 

17 rootkit. 10 

18 loadmodule.           9 

19 ftp_write.            8 

20 multihop.                7 

21 phf.                     4 

22 perl.                    3 

23 spy.                     2 

 

Evaluation Metrics 

Assessment or Performance Metrics are utilized to assess the presentation of Intrusion 

identification frameworks (IDS) by utilizing grouping calculations. The anticipated results 

are between the reach 0 to 1. The disarray framework shows the factual outcomes based on 

real or anticipated records in a dataset. The most usually utilized assessment measurements 

are as per the following.  

1) Accuracy: It is the assessed proportion of accurately perceived information records to 

the absolute number of information records in a given informational collection. The higher 
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pace of precision shows that the model is performed better. Precision is characterized as 

follows. 

 

2) Precision: It is the assessed proportion of effectively distinguished assault information 

records to the absolute number of all recognized information records in a given dataset. The 

higher pace of exactness shows that the model is performed better. Exactness is characterized 

as follows. 

 
3) Recall: It is the assessed proportion of accurately arranged assault information records 

to the all out number of assault information records in a given dataset. The higher pace of 

review shows that the model is performed better. Review is characterized as follows. 

 
4) F1-Score-It is the symphonious mean of Precision and Recall. The higher pace of F1-

Score shows that the model is performed better. 

F1-Score is characterized as follows. 

 

In above Equations, the term TP, TN, FP and FN are utilized for portraying the arrangement 

of Normal and Attack records in a dataset. 

TP (True Positive) characterizes that the quantity of association records accurately ordered or 

recognized into Normal class of dataset likewise TN (True Negative) characterizes that the 

quantity of association records effectively arranged or distinguished into an assault class of 

dataset.  

FP (False Positive) characterizes that the quantity of typical class association records are 

wrongly ordered or recognized into assault class correspondingly FN (False Negative) 

characterizes that the quantity of assault class association records are wrongly grouped or 

distinguished into ordinary class association records. 

 

4. RESULT AND ANALYSIS 

Support Vector Machine (SVM) is based on the principle of structural risk minimization, 

looking for an optimal interval to divide the instance into two categories 
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TABLE 2. Comparison results for accuracy, precision, recall & Accuracy within the Support 

Vector Machine Method with 80%-20%, 70%-30% and 60%-40% Training & Testing Data 

on the KDDCup Dataset. 

Support vector 

machine 

(SVM) 

Train – Test Data 

Set 

Precisio

n 

Recal

l 

F1-

Score 

Accurac

y 

80-20 0.89 0.84 0.86 99.78% 

70-30 0.8 0.77 0.78 99.77% 

60-40 0.8 0.76 0.78 99.77% 

 

Note - Analysis of SVM Model with three categories – a) 80% Training Data & 20% Test 

Data, b) 70% Training Data & 30% Test Data, c) 60% Training Data & 40% Test Data) 

 

Fig 11. Graphical Representation of Performance of Precision, Recall and F1 Score on Vs 

Support Vector Machine Model on KDDCup Dataset. 

Naive Bayes method is a classification technique based on Bayes’ Theorem with an 

assumption of independence among predictors. In simple terms, a Naive Bayes classifier 

assumes that the presence of a particular feature in a class is unrelated to the presence of any 

other feature. 

TABLE 3. Comparison results for accuracy, precision, recall & Accuracy within the Naive 

Bayes Method with 80%-20%, 70%-30% and 60%-40% Training & Testing Data on the 

KDDCup Dataset. 

NB 

Train – Test Data Set Precision Recall F1-Score Accuracy 

80-20 0.45 0.66 0.46 66.35% 

70-30 0.42 0.63 0.43 67.06% 

60-40 0.41 0.61 0.42 65.62% 

 

Note - Analysis of Naive Bayes Model with three categories – a) 80% Training Data & 20% 

Test Data, b) 70% Training Data & 30% Test Data, c) 60% Training Data & 40% Test Data) 
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Fig 12. Graphical Representation of Performance of Precision, Recall and F1 Score on Vs 

Naive Bayes Model on KDDCup Dataset. 

Random forest (RF)s are supervised learning algorithms. In an RF, several DTs are 

constructed and combined to acquire a precise and robust prediction model for improved 

overall results [165, 166]. Therefore, an RF consists of numerous trees that are constructed 

randomly and trained to vote for a class. The most voted class is selected as the final 

classification output [165]. Even though the RF classifier is constructed mainly using DTs, 

these classification algorithms substantially differ. Firstly, DTs normally formulate a set of 

rules when the training set is fed into the network, and this set of rules is subsequently used to 

classify a new input. 

TABLE 4. Comparison results for accuracy, precision, recall & Accuracy within the Random 

forest Method with 80%-20%, 70%-30% and 60%-40% Training & Testing Data on the 

KDDCup Dataset. 

Random Forest 

(RF) 

Train – Test Data Set Precision Recall F1-Score Accuracy 

80-20 0.88 0.86 0.87 99.91% 

70-30 0.8 0.78 0.78 99.91% 

60-40 0.77 0.74 0.75 99.92% 

 

Note - Analysis of Random Forest Model with three categories a) 80% Training Data & 20% 

Test Data, b) 70% Training Data & 30% Test Data, c) 60% Training Data & 40% Test Data. 
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Fig 13. Graphical Representation of Performance of Precision, Recall and F1 Score on Vs 

Random Forest Model on KDDCup Dataset. 

k-Nearest Neighbour (k-NN) is a simple and effective method for target classification based 

on the most recent training samples into feature space. When the prior knowledge about the 

data distribution is little or no prior knowledge, the KNN classifier transforms the samples 

into metric space and classifies new points based on the majority of votes obtained from the 

K nearest points in the training data. Usually, the Euclidean distance is often used as a 

distance metric to measure the similarity between two vectors.  

TABLE 5. Comparison results for accuracy, precision, recall & Accuracy within the k-

Nearest Neighbour Method with 80%-20%, 70%-30% and 60%-40% Training & Testing 

Data on the KDDCup Dataset. 

k-Nearest Neighbor 

(KNN) 

Train – Test Data Set Precision Recall F1-Score Accuracy 

80-20 0.89 0.85 0.86 99.77% 

70-30 0.79 0.78 0.78 99.77% 

60-40 0.76 0.77 0.76 99.78% 

 

Note - Analysis of KNN Model with three categories, a) 80% Training Data & 20% Test 

Data, b) 70% Training Data & 30% Test Data, c) 60% Training Data & 40% Test Data 
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Fig 14. Graphical Representation of Performance of Precision, Recall and F1 Score on Vs 

KNN Model on KDDCup Dataset. 

 

Fig.15. Graphical Representation of Accuracy Vs Support Vector Machine, Naïve Bayes, 

Random Forest & KNN Algorithms 

In this measurement and comparison between two given platforms, namely, Vs Support 

Vector Machine, Naïve Bayes, Random Forest & KNN Algorithms with Four metrics namely 

accuracy, Precision, recall and F1 – Score. SVM scored 99.77%, Naïve Bayes Scored 

66.34%, Random forest scored 99.91% and KNN scored 99.77% Average Accuracy 

respectively. SVM scored 83%, Naïve Bayes Scored 43%, Random forest scored 82% and 

KNN scored 81% respectively for Precision. And also, in terms of recall, SVM reached to the 

percentage of 79%, and 63%, 79%, and 80% are respectively for Naïve Bayes, Random 

Forest and KNN. SVM scored 81%, Naïve Bayes Scored 44%, Random forest scored 80% 

and KNN scored 80 for f1 score respectively. On the basis of evaluation metrics results, we 

have investigated a comparative analysis on benchmark datasets KDDCup Dataset, Random 

Forest  perform highest Accuracy (99.91%), Support Vector Machine perform highest 

precision (83%), KNN performs highest Recall value (80%) and Support vector Machine 

performs highest f1 score value (81%). 
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In this phase, we have investigated a comparative analysis on benchmark datasets KDDCup 

Dataset by using deep learning classification algorithms. Four classification algorithms have 

been used to measure the performance of accuracy, precision, recall and f1-score of datasets 

for intrusion detection system. On the basis of evaluation metrics results, we have concluded 

that our algorithms based on k-NN, SVM and RF classifiers perform approx. 100% in terms 

of performance evaluation metrics on KDDCup dataset, whereas Naïve Bayes classifiers 

perform approx. 66% Recall on KDDCup dataset. Hence, the comparative study results have 

promoted the hybrid feature selection methods for better performance of cutting-edge 

classifiers. 

The findings from analysis have shown that despite the high detection accuracies being 

achieved, there is still room for improvement. Such weaknesses include the reliance on 

human operators, long training times, inconsistent or average accuracy levels and the heavy 

modification of datasets (e.g. balancing or profiling). Previous works have mainly considered 

accuracy in terms of performance measures, but scalability and precision are also important 

indicators for applying deep belief learning in the real-world Internet of Things. 

 

5. CONCLUSION 

In this paper, The findings from analysis have shown that despite the high detection 

accuracies being achieved, there is still room for improvement. Such weaknesses include the 

reliance on human operators, long training times, inconsistent or average accuracy levels and 

the heavy modification of datasets (e.g. balancing or profiling). Previous works have mainly 

considered accuracy in terms of performance measures, but scalability and precision are also 

important indicators for applying deep belief learning in the real-world Internet of Things.  

 

6. Future Work 

As upcoming Phase, with design of proposed system concentrate on the accompanying issues 

to examine solid and weak purposes of various location strategies IoT, to expand the attack 

discovery range, to address more IoT advances, to improve security of alert traffic and the 

executives; and to grow supplementary requests, for example, aware connection then 

autonomic administration frameworks. 
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