
 
 
 
 

DOI 10.5281/zenodo.7505460 

 

2152 | V 1 7 . I 1 2  

 

IMPLEMENTATION MODEL OF MACHINE LEARNING ON NEWS 

CLASSIFICATION INFORMATION SYSTEM  

 

MUHAMAD NUR GUNAWAN1, NURYASIN
2
, ARIEF AKBAR HIDAYAT

3 and 

SYOPIANSYAH JAYA PUTRA4 

1Lecture and Researcher, Information System Department, Syarif Hidayatullah State Islamic University Jakarta, 

Jakarta, Indonesia. Corresponding author’s Email: nur.gunawan@uinjkt.ac.id 

2Lecture and Researcher, Information System Department, Syarif Hidayatullah State Islamic University Jakarta,   

Jakarta, Indonesia. 
3Scholar, Information System Department, Syarif Hidayatullah State Islamic University Jakarta, Jakarta, 

Indonesia. 
4Associate Professor, Information System Department, Syarif Hidayatullah State Islamic University Jakarta, 

Jakarta, Indonesia.  

 
Abstract 

Text classification is a grouping of text data that has not been grouped into groups automatically. The 

classification of news texts is done by the editor by reading the entire text first, so it takes a long time. For that 

we need a way to classify news automatically that can cut down the process. This study aims to classify news 

texts automatically with a text mining approach. This study uses the K-Nearest Neighbor algorithm which has 

simplicity and efficiency in classifying various types of text. To simplify the research flow, the CRISP-DM 

(Cross-industry standard process for data mining) method is used, which is the standard in conducting data 

analysis in industrial applications. The results showed satisfactory results, namely precision, recall, F1-Score 

and accuracy reached 95% with a value of k = 11. After the text classification application was made and an 

experiment was carried out by entering several new news texts, only a few seconds the text could be classified 

correctly. This study shows that the K-Nearest Neighbor algorithm can be used for news text classification and 

text classification applications can help cut the classification process time. 

Keywords: Text Mining, News Text Classification, K-Nearest Neighbor, CRISP-DM. 

 

A. INTRODUCTION 

Text mining is taking the essence of information from data in the form of text through statistical 

science (Korde, 2012). Text classification is to group data that has not been grouped into 

groups automatically (Chan et al., 2001). Many studies discuss text classification, and from 

these studies, there are three algorithms that are often used in text classification [3], namely: 

(1)Support Vector Machine (SVM) [4]–[8], (2)K-Nearest Neighbor (KNN) [5], [9]–[13],  

(3)Naïve Bayes [5]–[7], [11], [12], [14], “The Naïve Bayes algorithm is a simple and efficient 

method used in text classification. However, it's not very efficient because it doesn't model text 

well, nor does it provide a good selection of features." [4]. "This algorithm does not take into 

account the number of events, which is a potentially useful source of additional information." 

[11]. 

Naïve Bayes has superior accuracy results than other algorithms in research [6] and [14] which 

yield 45% and 86% accuracy, respectively, with the number of documents 2.6 million and 300. 

Poor results in research [6] are caused by unbalanced number of each data label. 
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The Support Vector Machine has the advantage of being able to produce a good classification 

model with a small amount of data. The weakness of SVM is that it is difficult to apply for 

very large amounts of data and dimensions [15]. 

In research [4], very high accuracy (90%) was produced by SVM with a total of 5000 and 2000 

documents. 

The K-Nearest Neighbor algorithm was introduced as one of the most widely used text 

classification algorithms because of its simplicity and efficiency in classifying various types 

of text. However, it has a weakness in determining the effective K parameter [4]. 

K-Nearest Neighbor has superior results than Naïve Bayes in studies [11], [12], [9] and [13]. 

In research [11] KNN produced a very high accuracy (98%) with a total of 21,000 documents. 

But in research (Trstenjak et al., 2014) the accuracy of KNN on one of the labels is not good 

because the text preprocessing used is not optimal, the number of documents applied is 500. 

In a Reuters Institute Digital News Report 2019 report by [16] stated that “Across all countries, 

most people agree that the news media are always up-to-date on what is happening (62%), but 

only half (51%) say that the news media help them understand the news.” 

Most of the news media began to build websites to present information and news online within 

the last ten years [4]. During this period, news categorization still uses human or manual labor. 

The data that comes in and must be categorized is not proportional to the time available so that 

editors will find it difficult to categorize it, especially articles that have almost the same object 

of discussion but different topics such as technology and science. It is the difference in 

categories in similar objects that requires an editor to know the contents of the article to be 

uploaded as a whole so that it is then put into the right category. Automatic news categorization 

with machine-learning method can be the solution [17]. 

Based on the weaknesses and strengths of the algorithm, as well as the research that has been 

described previously, considering that the text has large dimensions, the algorithm that will be 

used in this study is K-Nearest Neighbor. 

 

B. METHOD 

A. Dataset 

In the experiments carried out, the material needed is a dataset derived from the scraping of 

the bbc.com news portal website which was carried out from May to June 2020 with coverage 

of five categories on the website, namely: entertainment, health, business, technology and 

science. 

B. Process 

The text classification process is applied according to the CRISP-DM method which has 

several stages, namely, business understanding; data understanding which includes web 

scraping and data merging; data preparation which includes text preprocessing and features 

extraction; modeling which includes KNN algorithm and hyperparameter tuning; Evaluation 
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which includes confusion matrix and classification report; Deployment which includes 

interface creation, backend and deploy to PaaS. 

C. CRISP-DM method 

In this study, the CRISP-DM method was used to conduct text classification experiments. The 

CRISP-DM method was chosen because it has been proven to perform data mining or text 

mining based on a survey conducted by KDNuggets [32] as well as research conducted by 

[33]. In CRISP-DM there are six stages that must be carried out, namely: 

1) Business Understanding 

The business understanding phase relates to the objectives to be carried out. Based on the facts 

obtained from previous studies, there is a gap that there are still many classifications of news 

texts that are done manually by editors and this is stated in the research objectives. Therefore, 

the business goal to be achieved is to classify news texts automatically. 

2) Data Understanding 

The first step of this phase is data collection. Data collection is done by means of web scraping 

on the bbc.com news portal with a limit only on the categories of science, health, technology, 

entertainment and business. 

Data collection is done by means of web scraping on the bbc.com news portal with a limit only 

on the categories of science, health, technology, entertainment and business. 

After the data is collected, 31 csv files are obtained in each folder (there are 5 folders with 

different categories). If you add up, there are a total of 155 csv files. To simplify the analysis, 

the next step is to combine all the files first into one csv file. 

3) Data Preparation 

The purpose of data preparation is to create quality data. In text mining, the data preparation 

carried out is text preprocessing and features extraction. The first step in text preprocessing is 

to check the quality of the text data. After being traced, it turned out that the amount of text 

data obtained had redundancy with an initial number of 3685 lines, then after filtering it was 

obtained 813 lines with the number of each label: business 290 lines, entertainment 180 lines, 

technology 151 lines, science 121 lines and health 71 lines. 

From these details, there are discrepancies between labels. To balance the labels, 100 lines 

were sampled from each label (except for the health label). The next step is to check the 

presence or absence of noise in the text data. It turns out that there is noise in some texts such 

as website emails, journalists' social media and sentences requesting feedback that should not 

be in the news. The interesting thing about these noises is that they have a pattern, namely in 

the last 2-3 sentences. For this reason, some text preprocessing is carried out in the following 

flow 
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D. Modeling 

After the dataset has been cleaned and converted to vector/numeric form, the next step is 

modeling. Because the purpose of business understanding is to classify news texts 

automatically, the appropriate task for modeling in this research is classification. In the 

classification task, the KNN algorithm is used. 

E. Evaluation 

After the model has been created, then do an evaluation to find out whether the results are good 

or not. Because this task is a classification, the evaluation used is to calculate precision, recall, 

f1 score, and accuracy. Then it is also evaluated by the confusion matrix. 

F. Deployment 

The process carried out is to deploy the model that has been made into a website so that it can 

be used by end users. Interface creation and integration to the backend uses the flask framework 

which supports the python programming language and its own web server. To deploy to the 

general public, one of the Platform as a Service (PaaS) providers is used which is required to 

use git for deployment requirements. 

In making interfaces, use case diagrams are needed to describe the interactions that can be 

carried out between actors and the system. To create a use case diagram, it is necessary to 

identify the actors and identify the use case first. 

In making interfaces, use case diagrams are needed to describe the interactions that can be 

carried out between actors and the system. To create a use case diagram, it is necessary to 

identify the actors and identify the use case first. 

Table 1: Identification of actors 

No Actor Description 

1. Editor Input text to be classified automatically by the system 

Table 1 identifies actors or users who will use the system. In this study are news editors. News 

editors can input news text without having to read it, because it will be classified automatically. 

Table 2: Identification of Use Cases 

No Use Case Name Description Actor 

1. Text classification Put ready-made text or input text directly to be 

classified automatically by the system 

Editor 

Table 2 describes the use cases created. In this research, the purpose of making the system is 

text classification. This system can classify text news automatically according to the input 

entered. As shown in Figure 1. 
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Figure 1: Use case diagrams 

Figure 1 describes the use case of the system, where the editor can classify news text 

automatically by inputting text directly or inputting ready-made text. The system made is web-

based, which has an interface as shown in Figure 2. 

 

Figure 2: System Wireframes 

Figure 2 describes the wireframe system for news classification. There is a white box which is 

a place to enter text. The blue button serves to classify the text that has been inputted. 

 

C. RESULT AND DISCUSSION 

The experiment was carried out through the Google Collaboratory cloud with detailed 

hardware specifications of 13 GB RAM, 33 GB HDD, 2 vCPU 2-core Xeon 2.2 GHz and Linux 

operating system. 

The dataset used has the following information: 

 

 

 

Editor

Input teks yang sudah jadi

<<include>>

Klasifikasi teks

Input teks secara langsung

<<include>>

Enter Text

ICT Development: News Classification

Classification

Keterangan 1

Keterangan 2

Classification Result: 

LOGO
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(a)                                                                  (b) 

Figure 3: (a) dataset column information (b) number of labels for each category 

The features selection is carried out by taking only two columns that will be used for modeling, 

namely: the content column and the category. After that, text preprocessing is done to make 

the dataset more qualified. After completion, features extraction and modeling are done. 

Initially, the number of data for each label was used, then two experiments were carried out. 

In the first experiment, all data were used for modeling. The second experiment, to overcome 

data inequality, under sampling was carried out, namely random sampling of 100 lines per 

category/label (except health). 

The models produced by the two experiments were not much different. To improve the results 

of the model, hyper parameter tuning was carried out in experiment one and experiment two. 

Hyper parameter tuning that is done is to find the optimal k value from 1-50 and cross 

validation is carried out 5 times. The result is that in the first experiment the best value of k=29 

was obtained and in the second experiment the best value of k=11 was obtained. Each value of 

k is entered into the parameters of the KNN algorithm. The resulting model in each experiment 

is increasing. Here are the results in each category. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4: Confusion Matrix of Each Category 
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In the confusion matrix is presented with the help of the Scikit Learn library. In the confusion 

matrix with the scikit learn library there is support which is the number of true response 

samples representing each class. The resulting support in this experiment is 118. 

The second experimental model (dataset with samples) had the best results, namely accuracy, 

precision, recall and the f1 score reached 95%. The model is then deployed on the website. The 

following is a display of the text classification application. 

 

 

 

 

 

 

Figure 5: Text classification application display image 

Web-based application for text classification has the benefit of saving time for text 

classification tasks. In just a few seconds, the inputted text is classified automatically without 

having to read the entire contents first. The classification results are quite satisfactory. When 

tested by the new testing data, it can produce the appropriate class. Even so, it still has several 

weaknesses, one of which is the error in categorizing news that is included in category A but 

contains many words that describe other categories. 

In the experiments carried out, the interesting thing that happened was that although there were 

discrepancies in the health label with other labels, the classification results were still good 

compared to research [6] which the results were not good using the Naïve Bayes algorithm. 

One of the reasons why the experimental results are good is because the text preprocessing that 

has been done is good, since the data is in English, the stop words data provided are complete 

and stored in the natural language toolkit (nltk) library. In addition, the dataset used is news 

text whose language is more formal and structured, so that the results of each label remain 

consistent compared to research [10] which had poor results on one label. 

Another reason for the good results is that hyper parameter tuning is done which can improve 

the results of the model, because of all the studies that have been reviewed, none of them have 

used hyper parameter tuning. The way hyper parameter tuning works is by trying every 

possibility of a predefined parameter (k number variable declaration 1-50). In performing 

hyper parameter tuning, it takes quite a long time to process it (depending on how many 

parameters will be determined), this experiment itself takes about three hours to get optimal 

parameter recommendations. From the selection of appropriate parameters, the evaluation 

results of the model also increase. 

Another reason the results are still good despite the data discrepancy is because of the 

uniqueness of the words in the health label compared to other labels. For example, in the health 
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label there is the word covid patient, which means it cannot be interpreted ambiguously in other 

categories, but only for health. In contrast to other labels such as technology, business, 

entertainment and science, which may have multiple meanings, such as the word google, which 

has a different meaning for each label. In the technology and business labels, Google refers to 

technology companies. On the entertainment label, Google can refer to the word Google Play 

Music. 

In this study, there is a limitation that is only using the KNN algorithm. Then the dataset 

provided is still small because the dataset was taken by web scraping in a span of only one 

month. The classified topics are only limited to five topics and the language used is still 

English. In its implementation, it is only deployed through the website and is limited to text 

input forms. Therefore, for further research, it is hoped that other algorithms such as SVM, 

Decision Tree and others can be used in the hope of getting better results. Then the dataset used 

to be more reproduced and the topics are more diverse. Then the model is deployed on a 

website that can classify documents through file uploads. 

  

D. CONCLUSION 

In this study, it was proven that the KNN algorithm succeeded in automatically classifying 

news texts with good results, namely 95% for precision, recall, f1 score and overall accuracy. 

The resulting model can classify the five classes well based on the content of the news text. 

When testing with the new news text, the model can produce a good class even though some 

of the tests are wrong. The reason for making the model with good results is due to good text 

preprocessing, the dataset has a structured, formal sentence structure and is supported by the 

availability of complete stop words and hyper parameter tuning that improves model 

performance. 

The model created and applied to a web application can classify news text in a fast time so that 

it can be used to streamline news text classification tasks. Users (editors) can put the text of 

the news or write from scratch without the need to re-read the contents of the news, because it 

will be automated by the model that has been created. 
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