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Abstract  

An effective ensemble-based consensus-based multi-feature learned social media link prediction model is created 

in this research. Contrary to traditional methodologies, an improvement paradigm with many levels was taken 

into account. Where the initial emphasis was on extracting the most characteristics feasible that showed inter-

node relationships for high prediction accuracy. We extracted local, Behavioural, as well as topological features, 

such as the Jaccard coefficient, cosine similarity, number of followers, intermediate followers, ADAR, shortest 

path, page rank, Katz coefficient index, hitting time of hops, and preferential attachment, taking into account the 

robustness of the various feature sets. The suggested link-prediction model was reinforced by using all of these 

attributes as link-signifiers, allowing it to be trained over larger datasets and with greater accuracy. Undoubtedly, 

using the aforementioned multiple features-based strategy might result in more accuracy and dependability, but 

at the expense of more computation. Different feature selection techniques, including the Gini index (GI), 

information gain (IG), PCA, and cross correlation (CC), were used to prevent it. These feature selection techniques 

were used with two goals in mind: first, to determine which types of features can have greater accuracy, and 

second, to minimise unnecessary computation. According to this study, cosine similarity-based characteristics 

don't significantly affect final categorization. In order to categorise each node-pair as Linked or Not-Linked, we 

developed a unique consensus-based ensemble learning model employing deep-neuro computing methods (ANN-

LM with several hidden layers). Our suggested link-prediction model outperformed existing machine learning 

techniques in terms of link-prediction accuracy (98.7%), precision (0.95), recall (0.99), and F-Measure (0.93). 
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1. INTRODUCTION 

The rapid development of internet and software computer technologies has opened up new 

possibilities for mass-market applications. Social media networks include Myspace, YouTube, 

LinkedIn, Facebook, Twitter, and Instagram and others have drawn the most attention among 

the major apps. According to a recent report, using social media is one of the most common 

internet activities and has been growing rapidly. 

 

2. RELATED WORK 

In directed weighted graphs, the work principle ensemble framework was introduced. It uses 

phases including community formation, community optimization, probabilistic network 

embedding, and classifier prediction. To divide the training graph into several communities, 

they employed edge betweeness and modularity maximisation. These communities were then 
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optimised using the cluster centroid approach. The link prediction issue in an undirected graph 

can be solved using the suggested method [1]. 

With the use of various combinations of meta-features, the suggested EML (Ensemble of ML-

KNN) technique may automatically suggest a variety of suitable algorithms for various 

classification problems. By adjusting feature sets, an ensemble of ML-KNN may be created, 

increasing variety and enhancing recommendation performance. Emphasis on further 

enhancing the effectiveness and quality of EML as a starting point for ML-KNN, which may 

be used to locate more appropriate neighbours and enhance recommendation performance [2]. 

Numerous firms use this framework to suggest relevant positions to job searchers. 

Additionally, it handles the problems associated with data overload. The success of the 

recommender system across a vast quantity of data has helped it gain popularity in recent years. 

Using information from users of social networks, online recruitment systems, one of its 

application areas, employ recommender algorithms to match users with relevant jobs. 

Additionally, a geo-area-based recommender system is implemented, which enables suggested 

candidates to find the specific location of the companies [3]. 

User participation in numerous online social networks began. For cross-platform 

recommendation, information sharing, etc., the capacity to recognise the same individual across 

social networks may be a considerable value. For predicting anchor connections, authors 

proposed a number of consistency-based methods (MC). It iteratively uses both intra-layer 

structure information from network representation learning and inter-layer structure 

information. Utilizing the intra-layer structural information, a matrix factorization-based 

network representation learning method is employed to generate embedding vectors that 

capture the global structural characteristics of nodes. Then, a radial basis neural network's 

mapping function is trained to map embedding vectors from several spaces to a single space. 

The anchor links among node pairs are lastly predicted by accounting for both the interlayer 

and intra-layer structures [4]. 

According to the authors, the topic of link prediction in organisational social networks based 

on email correspondence between workers has been explored. The task of finding communities 

on the network may be aided by the link prediction. On the basis of how closely the vertices 

are spaced from one another, many similarity measures have been investigated. One was able 

to choose similarity metrics that might be used in the link prediction process in order to properly 

assign vertices (workers) to communities (units) in organisational networks (organization). The 

experiment's results were compared to genuine public organisation structure. [5]. 

Both homogeneous and heterogeneous procedures were used in the generation of the studied 

ensembles, however researchers are urged to evaluate the effects of using bigger ensembles 

and other heterogeneous ensembles as the diversity criteria may be achieved by combining 

several ML techniques. In addition, choosing the members of the ensemble base learners is a 

difficult procedure that has to be solved by more future contributions. The ensemble models 

were built using a large number of single learners. Only three kinds, Regression Trees, ANN, 

and AR, have been extensively examined in the publications that have been evaluated [6]. 
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By examining directed sub-graphs from the various Facebook commotion networks like, 

comment, share, and post, it is possible to see how links arise within these networks and how 

sub-graphs transition into one another. New ideas, such as the directed sub-graph transitions 

matrix and associated Hasse diagram, were proposed in order to better evaluate sub-graph 

transitions. The backdrop of sub-graph transitions an innovative method of link prediction, 

which forecasts links in the network, is investigated. We find that none of the transitions are 

adequate for link prediction. Author utilised 10 out of 53 transitions to expedite the process 

and increase link prediction accuracy. The results of the studies show that the suggested 

strategy works better than existing link prediction methods [7]. 

In order to forecast missing links, the author has addressed certain important social network 

analysis elements such group norms, information dissemination, and various channels of 

contact. In order to take these considerations into account, a fuzzy-based link prediction model 

FLP-ID that takes into account community relevance in the multiplex network is provided. 

Additionally, covered in this paper are FLP-framework, ID's algorithm, and fuzzy network 

analysis. Additionally, the framework was evaluated and compared by the author against 

numerous real-world network datasets and cutting-edge algorithms [8]. 

The author used a model for predicting popularity based on sociological theory to address the 

issue that the forecasting accuracy of existing approaches is insufficient. He discovers a strong 

linear relationship between the percentage of devoted followers on the Facebook homepage 

and frequent shares in the initial and subsequent popularity. The statistical findings about 

Facebook serve as a reminder that the social physics theory is crucial to the work of prediction. 

Additionally, an experimental research demonstrates the usefulness of the suggested approach. 

The experiment's findings show that the suggested model may perform better than the other 

models due to the use of the widely accepted exhaustion theory, which supports the model's 

efficacy in popularity prediction [9]. 

The author has analysed a corpus of 1361 papers and used an unsupervised machine learning 

technique called STM to automatically find latent topics within them. Each PDF contains 

postings made on the 502 official Facebook pages of Italian towns during the course of a single 

year from 2016 to 2018. The variables indicating the municipal costs per capita by function 

and a number of additional factors that might influence the prevalence of each issue are 

included in the STM estimate. The prevalence of each issue and the most pertinent costs per 

capita by function are found to be positively and significantly correlated by the model. This 

gives proof of how local governments strategically promote themselves on Facebook in an 

effort to increase their political legitimacy and public support [10]. 

The friend recommendation system uses several machine learning algorithms, such as the 

Random Forest Classifier, XGBoost, Light GBM, and Cat Boost, to suggest friends to social 

network users. The Random Forest and Light GBM have worse accuracy compared to 

XGBoost and CatBoost method, according to the author's comparison of the performance 

matrices of several machine learning techniques. Both the XG- Boost and CatBoost algorithms 

have an accuracy of 95% [11]. 
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3. PROPOSED SYSTEM 

This section mainly covers the implementation of the proposed system as a whole. Our 

suggested social network link-prediction methodology includes the Consensus based Ensemble 

Learning for Link-prediction because it is a multi-phased analytics challenge. 

Data gathering: Designing a link-prediction model that can quickly forecast similar connections 

and learn across a large user base is essential given the complexity of social media and the 

needs of the modern world. As a result, 9437519 node-edges were taken from Stanford network 

analysis repository into account while collecting the entire set of users and drawing each 

network-graph. After getting the dataset, the various characteristics, including local, 

behavioural, and topological aspects, were obtained. Here are several approaches for choosing 

features. 

a. cross-correlation(CC) 

We used a Pearson correlation test on the input characteristics to conduct a cross-correlation 

test. While some feature sets were deleted, those with correlation coefficients greater than the 

level of significance (p=0.5) as described above were kept. The original structure kept the 

important feature components of each category while eliminating the unimportant feature 

elements from each feature type. The traits that were ultimately kept were then classified 

further in order to anticipate social media links. Gaining information (IG) 

Typically, IG is defined as per the following equation (1). In a prediction issue, IG is utilised 

as a term-goodness criterion. By knowing if a word is present or absent in the data corpus or 

feature set, it may estimate the amount of bits required for link prediction. 

𝐈𝐆(𝐭) = −∑𝐏𝐫(𝐜𝐢)𝐥𝐨𝐠𝐏𝐫(𝐜𝐢)

𝐢

+ 𝐏𝐫(𝐭)∑𝐏𝐫(𝐜𝐢|𝐭)

𝐢

𝐥𝐨𝐠 𝐏𝐫(𝐜𝐢|𝐭)

+ 𝐏𝐫(𝐭)∑𝐏𝐫(𝐜𝐢|𝐭)

𝐢

𝐥𝐨𝐠𝐏𝐫(𝐜𝐢|𝐭) 

(1) 

b. Gini Index 

Gini Index often measures the impurity as per (2). 

𝐦(𝐬) = ∑𝐏𝐬�̂�

𝐢≠𝐣

𝐏𝐬�̂� = 𝟏 − ∑𝐏𝐬�̂�

𝐣

 
(2) 

The variance impurity is generalised by its functionality (signifying the variance of a 

distribution related with the two classes I and j). The predicted error rate when the class label 

is randomly selected from the feature distribution at a node is another way to put it. For the 

current two-class classification issue, our impurity criteria is more peaked at the same 

probability as the traditional entropy-based approaches. Because of this, GI-based feature 

selection is a good (candidate) solution for our feature selection issue. One may describe the 
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GI index as an alternative to the IG measure. The chance of a feature variable remaining in a 

feature subset is calculated mathematically using (3). 

𝐆𝐢𝐧𝐢(𝐒) = 𝟏 − ∑ 𝐏𝐢
𝟐

𝐢=𝟏,…,𝐦

 
(3) 

Pi, which is calculated as |Ci,S|/|S| in (3), indicates the chance that a tuple in feature set S 

belongs to class Ci. Notably, it would be summed over two (m=2) classes because our task is 

a two-class classification issue (appropriate for link-prediction or unsuitable for link 

prediction). We projected chosen features by each feature selection method separately since 

our proposed link-prediction model was designed to assess the classification performance of 

each feature set (after feature selection procedure). In addition, we combined every feature into 

a single feature vector we dubbed All-Matrix (AM). For additional two-class classification, 

these feature vectors or feature sets were provided as input to the classifiers. The next sections 

provide a thorough explanation of the proposed ensemble learning-based categorization model. 

3.1 Consensus based Ensemble for Link-Prediction 

We have used machine learning methods since our suggested link-prediction issue denotes a 

two-class classification problem. Generalizing the outcome by one machine learning algorithm 

is suspect and dubious given that multiple machine learning methods display varying 

performance over the same dataset. In this research, we suggested a consensus-based ensemble 

learning (CEL) method for social network link prediction to address this issue. As opposed to 

conventional machine learning methods, our proposed CEL incorporates a number of base 

classifiers from several operational philosophies. We employed six distinct base-classifiers for 

the CEL solution, which are listed below. 

𝐂𝐄𝐋𝐁𝐂𝟏: ANN LM with 1 hidden layer 

𝐂𝐄𝐋𝐁𝐂𝟐: ANN LM with 2 hidden layers 

𝐂𝐄𝐋𝐁𝐂𝟑: ANN LM with 3 hidden layers 

𝐂𝐄𝐋𝐁𝐂𝟒: ANN LM with 4 hidden layers 

𝐂𝐄𝐋𝐁𝐂𝟓: ANN LM with 5 hidden layers 

𝐂𝐄𝐋𝐁𝐂𝟔: SVM  

Notably, we achieved learning over "deep-features" in our proposed classification model using 

ANN versions of Levenberg Marquardt (LM) learning approaches with multiple hidden layers. 

It is hypothesised that classification accuracy may occasionally be impacted by a rise in the 

buried layer (however at the cost of increased computation). We used ANN-LM variants with 

several hidden layers as the foundation classifiers in this case since we wanted to increase 

classification accuracy. Being a We implement the aforementioned base classifiers in the 

consensus-based ensemble learning model (CEL) in such a way that each classifier predicts the 

link between peer nodes in a unique fashion. The consensus model forecasts each user-pair as 

Linked or Not-Linked when we finally receive an individual prediction result (Linked or Not-
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Linked). In this case, the final link-prediction for each pair of participating nodes is computed 

by the consensus model using the maximum voting ensemble, also known as the maximum 

voting criteria. 

The following is a sample of the machine learning algorithms used as the basis classifier. 

a. Deep Neuro-Computing  

One of the most popular machine learning techniques for data learning and classification is the 

neural network, often known as an artificial neural network (ANN). Although ANN has gone 

through many stages of evolution depending on computational complexity and adaptive 

computation, its resilience makes it effective for usage in a variety of classification situations. 

The performance of ANN is closely correlated with the associated learning technique, 

according to an in-depth investigation. As a result, ANN has developed into other forms, such 

as ANN with steepest gradient (SD), ANN with gradient descent (GD), ANN with RBF (ANN-

RBF), ANN with Levenberg Marquardt (ANN-LM), etc., depending on the learning technique 

used. However, ANN-LM and ANN-GD have been proven to be more successful when used 

in conjunction with non-linear heterogenous data categorization. Even with a large non-linear 

feature set, ANN-GD avoids local minima and convergence problems, unlike ANN-SD. 

Similar to how ANN-LM is more robust than ANN-SD and ANN-GD alone. Additionally, 

ANN-LM may be set up to have both ANN-SD and ANN-GD features, which improves 

performance stability even with big, non-linear, and heterogeneous data. In light of this, we 

used ANN-GD and ANN-LM as basis classifiers in this research. However, in order to build 

ANN-GD and ANN-LM with various hidden layers, we created a deep-neuro-computing 

(DNC) environment after discovering the importance of "deep-features" to any classification 

task. With 1, 2... 5 hidden layers, we created ANN-GD and ANN-LM. This  

𝐎𝐡 =
𝟏

𝟏 + 𝐞−𝐈𝐡
 

(4) 

 

Ih Stands for the input at the hidden layer in (4). ANN is frequently described as Y'=f(W,X), 

where Y' denotes the output vector and X and W, respectively, denote the allied input and 

weight values In order to attain greater accuracy, ANN functionally employs certain error 

functions like mean square error (MSE), which is calculated using (4). 

𝐌𝐒𝐄 =
𝟏

𝐧
∑(𝐲𝐢

′ − 𝐲𝐢)
𝟐

𝐧

𝐢=𝟏

 
(5) 

In above equation (5), y presents the observed output value, while the expected value is yi
′. As 

stated above, the key difference between the different ANN variants is the way it schedules or 

updates its weight values over training. A snippet of the different ANN variants (i.e., ANN-

GD and ANN-LM) is given as follows. 
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b. ANN-GD 

Ten different ANN classification environments were generated by the DNC setup. Notably, the 

primary goal of the DNC idea for 10 distinct ANN variants was to determine if the performance 

of the deep features retrieved by ANN variants with greater hidden layers could be improved. 

However, it is posited that ANNs with more hidden layers will perform better. Since ANN-GD 

and ANN-LM have been used as the primary base classifier variations in our suggested DNC 

environment, a sample for the same  

In order to learn from specific input data or patterns, ANN functionally imitates human brain 

capabilities. As a result, by learning from such input patterns, it organises unknown information 

into desired categories. Input, hidden, and output layers are the three layers that make up an 

ANN. If we look at the architecture of ANN, we can see that it consists of several neurons that 

represent the input data that will be processed further at various intermediary levels (such 

hidden layers) for classification (at the output layer). An artificial neural network (ANN) uses 

the error-reduction approach to learn over the input data, estimating the discrepancy between 

the predicted and actual outputs as it goes (signifying error). Up until the error output is zero 

or close to zero, the learning process is ongoing. The final output is therefore anticipated to 

achieve zero-error outputs at the output layer. An ANN is anticipated to conduct two-class 

classification at the output layer in light of the current link-prediction issue. 

Our suggested model feeds the ANN with the various characteristics that were retrieved for 

each user, varying the number of hidden layers (here, 1, 2, 3, 4 and 5 hidden layers are used 

with both ANN-GD as well as ANN-LM). The linear activation function of the ANN is used 

at the input layer to produce output that is identical to the input (i.e., O o=I i), while the output 

of the hidden layer is given to the input of the output layer. The ANN's output layer, in 

particular, uses the sigmoid function (4) to produce Oh 

Let the regression for the learning method, while reducing error value be (6).  

𝐰∗ = 𝐚𝐫𝐠𝐦𝐢𝐧
𝐰

𝐋(𝐰) (6) 

𝐋(𝐰) = ∑𝐋(𝐲𝐭, 𝐟𝐰(𝐱𝐭))

𝐍

𝐭=𝟏

+ 𝛌𝐑(𝐰) 

(7) 

In ANN-GD setup, 𝐟𝐰(𝐱) factor states the non-linear weight𝐰, and thus it intends to achieve a 

local optimum for (7) using GD method, which updates 𝐰 iteratively by updating 𝐰𝐭by𝐰𝐭+𝟏.  

𝐰𝐭+𝟏 = 𝐰𝐭 − 𝛈𝐭𝛁𝐋 (8) 

𝐰𝐣,𝐭+𝟏 = 𝐰𝐣,𝐭 − 𝛈𝐭

𝛛𝐋

𝛛𝐰𝐣
 

(9) 

In (8), the parameter 𝛁𝐋signifies the error value, which is mathematically given as (10). 
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=
𝟏

𝐧
∑(𝐲𝐢

′ − 𝐲𝐢)
𝟐

𝐧

𝐢=𝟏

 
(10) 

 

The learning rate is stated in (9) as ηt, which decreases over time t. Each node pair is therefore 

classified as linked or Not-Linked by conducting GD-based weight estimate and learning it. 

Notably, we used ANN-GD in our proposed study with 1, 2, 3, 4, and 5 hidden layers, where 

each configuration served as a separate base classifier. 

c. ANN-LM 

ANN-LM has more resilience in learning across huge non-linear data input than traditional 

ANN-GD and ANN-SD. Sum of Squares (SoS), a multivariate function that measures the least 

value of non-linear real-valued functions, is localised by ANN-LM. With the help of this 

capability, ANN-LM can change weights more quickly and effectively. Additionally, it stays 

clear of local minima and other convergence-related problems, making it appropriate for big 

datasets. As previously said, ANN-LM embodies the abilities of both ANN-SD and ANN-GD, 

which are chosen via adaptive learning rate selection, aiding retrieval and speedy error 

reduction. When learning, ANN-LM applies (11) to update weights. 

𝐖𝐣+𝟏 = 𝐖𝐣 − (𝐉𝐣
𝐓𝐉𝐣 + 𝛍𝐈)

−𝟏
𝐉𝐣𝐞𝐣 

(11) 

In (11), the parameter 𝐖𝐣 signifies the at-hand weight while 𝐖𝐣+𝟏 presents the updated weight.  

Similarly, 𝐈 indicates the identity matrix, while the Jacobian matrix is given by 𝐉 (12). Here 

(11), µ states Lower values of and the combination coefficient cause ANN-LM to respond in 

an ANN-GD manner, whereas larger values require it to behave in an ANN-SD manner. 

𝐉

=

[
 
 
 
 
 
 
 

𝐝

𝐝𝐖𝟏
(𝐄𝟏,𝟏)

𝐝

𝐝𝐖𝟐
(𝐄𝟏,𝟏) ⋯

𝐝

𝐝𝐖𝐍
(𝐄𝟏,𝟏)

𝐝

𝐝𝐖𝟏
(𝐄𝟏,𝟐)

𝐝

𝐝𝐖𝟐
(𝐄𝟏,𝟐) ⋯

𝐝

𝐝𝐖𝐍
(𝐄𝟏,𝟐)

⋮ ⋮ ⋮ ⋮
𝐝

𝐝𝐖𝟏
(𝐄𝐏,𝐌)

𝐝

𝐝𝐖𝟐
(𝐄𝐏,𝐌) ⋯

𝐝

𝐝𝐖𝐍
(𝐄𝐏,𝐌)

]
 
 
 
 
 
 
 

 

 

 

 

(12) 

N stands for the total weight counts in the equation above, and P shows the input features. The 

result is provided by M. 

d. Consensus based Ensemble Learning  

The machine learning algorithms that were previously covered were used as the basic classifier 

to carry out two-class classification. Every node pair was assigned either a Linked ("1") or Not-

Linked ("0") label using the classifier. Thus, in order to estimate consensus-based prediction, 

our suggested consensus-based ensemble learning (CEL) model employed the idea of 
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maximum voting ensemble (MVE) to acquire the classified label for each node-pair. The final 

prediction result in this method was determined by taking the highest prediction output (1 or 

0) from each base classifier. In other words, our suggested CEL model predicts a node pair as 

"Linked" if a total of 7 base classifiers predict it to be "Linked" whereas 5 other base classifiers 

predict it to be "Not-Linked". In order to classify each node pair as connected or not linked, 

our suggested CEL model obtains the consensus of prediction by each base classifier. Thus, 

this work successfully solved the overall connected prediction issue. The next part provides a 

thorough explanation of the simulation's findings and related implications. 

 

4. RESULTS AND DISCUSSION 

For the purpose of predicting social media links, we created a unique and reliable multi-feature 

ensemble learning model in this study. Contrary to the majority of existing methodologies, we 

used a multi-phase enhancement-based idea where the main goal was to accurately anticipate 

social media links by utilising the most features and increased machine learning capabilities 

while assuring minimal computation. We employed a social media dataset containing users and 

related edge-mapped information that was made accessible to the public in order to simulate a 

real-world application situation with an enormously vast user base. There were a total of 

1862220 people and 9437519 edges in the input data under consideration, where the edge value 

denoted the association value discovered by crawling over the online nodes. As a result, getting 

the nodes and their associated edge values was described as a two-class classification task, with 

the primary goal being to determine whether or not the two unknown users are related. In order 

to do it, we concentrated on extracting as many characteristics as we could in this study. 

Although writers have included either temporal, local, behavioural, or topological 

characteristics in the majority of current approaches, the majority of these attempts only use 

one feature for link-prediction, which does not assure their supremacy to provide optimal link-

prediction. Because standalone feature-based prediction can't take into account other types of 

features, it is unable to comprehend the latent data that underlies social media usage, 

preferences, behaviours, etc. As a result, this may produce inaccurate forecast results. We 

identified multi-trait information, including temporal, behavioural, and topological, to address 

this issue. We acquired a variety of characteristics, such as the Jaccard coefficient, cosine 

similarity, ADAR, Page Rank, common neighbor, preferred attachment, shortest distance, as 

well as the page rank and preferential attachment, in order to do this. Therefore, combining all 

of these attributes allowed for the retrieval of a sizably large collection of features for the best 

link-prediction. It should be mentioned that we tested each feature's effectiveness for link-

prediction purposes. The cosine-similarity was the only variable that had a meaningful 

influence on link prediction, according to the correlation analysis with a 95% confidence 

interval (CI), also known as the level of significance with a 95% CI. The characteristics having 

the strongest association to link-prediction probability were the Jaccard coefficient, number of 

followers, inter-node distance, ADAR, common neighbor, and hops. The comprehensive result 

graphs for the various characteristics and their influence on prediction probability are not 

included in this publication due to memory or space limitations. 
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Since we needed 1862220 user records with related edge data, extracting the relevant features 

required a massive calculation on a general-purpose computer system (here, we used RAM of 

8 GB and an Intel i3 CPU), therefore we only used 1 lakh user records for feature extraction. 

To put it another way, out of the 1862220 users, we extracted characteristics for a total of 1 

Lakh people, which were then used in feature selection and classification processing. 

Unquestionably, the multi-trait characteristics for 1 Lakh people were too large to compute on 

the standard system, therefore we used the feature selection approach to pick just the most 

important features to employ in the remaining computation. We used a variety of feature 

selection techniques, including the rank sum test, PCA, cross-correlation, Information Gain, 

and Gini Index, to decrease computational cost. Here, our main goal was to create a minimally 

complex set of characteristics that could produce the best prediction accuracy with the least 

amount of processing. Additionally, we sought to pinpoint the most effective feature selection 

strategy for link-prediction, particularly while considering a sizable user population and allied 

feature size. As a result, we input the features to the consensus-based ensemble learning (CEL) 

model after getting them from each feature selection process. Our suggested CEL model 

included classifiers from many machine learning categories, including regression, decision 

trees, pattern mining, and neuro-computing; as a result, it may be referred to as a heterogeneous 

ensemble learning model. We used logistic regression, decision trees (C5.0), SVMs with 

polynomial kernels, and ANN variations as our basic classifiers. We utilised ANN-GD with 

various hidden layers, taking into account the advantage of ANN-GD over traditional ANN-

SD for non-linear big feature learning (here, we applied ANN-GD with 1, 2, 3, 4 and 5 hidden 

layers, constituting a deep-neuro-computing environment). To create a deep-neuro computing 

environment, we similarly employed ANN-LM with several hidden layers. In order to conduct 

social media link prediction, a total of 6 base-classifiers (in addition to the suggested CEL-

MVE ensemble classifier) were implemented. We used the maximum voting concept, also 

known as MVE, as a consensus-based learning and prediction method to forecast the likelihood 

of an inter-node or inter-user link. Notably, each base classifier assigns a "1" or a "0" depending 

on whether it believes each node-pair to be linked or not. As a result, the CEL-MVE model 

predicts whether each node pair is related or not based on the labels assigned to each node pair. 

We obtained confusion matrix factors to assess performance. We measured the True Positive 

(TP), True Negative (TN), False Positive (FP), and False Negative (FN) values in order to 

achieve it. We arrived at the performance metrics accuracy, precision, recall, and F-Measure 

using the aforementioned matrix values, as shown in Table I. 

a. Feature Sensitiveness Analysis 

In light of the foregoing discussion, we used a variety of feature selection techniques on the 

retrieved features, including the rank sum test, cross correlation, PCA, Gini Index (GI), and 

Information Gain (IG), in order to keep only those features that were significant and could 

guarantee the best performance. First, we evaluated the appropriateness of the feature selection 

approach for the final classification before looking at the performance of the suggested social 

network link-prediction model. In order to do so, we acquired Accuracy, precision, recall and 

F-Measure values for the various feature sets. For various characteristics using machine 
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learning models Table II, Table III, Table IV, Table V contemporary the accuracy, precision, 

recall and f-score outputs using various machine learning models for the various characteristics. 

Table I: Performance Parameters 

 

Table II: Accuracy Performance 

 

Table III: Precision Performance 

 

Table IV: Recall Performance 
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Table V: F-Measure Performance 

 

As can be seen from the results (Table II), our suggested CEL-MVE model achieved the 

greatest accuracy of 97.4% with the Gini Index (GI) feature, while the maximum accuracy of 

98.7% was obtained with the Information Gain (IG) based feature. Comparably, PCA-based 

features may attain CEL-maximum MVE's accuracy of 96.8%. When compared to the accuracy 

of the previous system, which was 95.1% for cross correlation, 96.1% for PCA, 98.4% for 

RST, and 97.1 for AM, cross correlation (CC) features demonstrated the highest accuracy of 

95.1% using ANN-LM (with 4 hidden layers). Table III shows how well each algorithm 

performs in terms of accuracy. With regard to the findings, it can be shown that our suggested 

CEL-MVE classifier model with CC and AM has maximum precision of 0.95, PCA by 0.85, 

and RST by 0.83 compared with the current system's 0.93 for AM, RST, and CC, and 0.85 for 

PCA. Table IV shows the recall performance for several machine learning methods using 

various features. Recall of 0.99, an unquestionably important performance metric, is displayed 

by our suggested CEL-MVE ensemble classifier with AM and CC as features. It confirms the 

effectiveness and reliability of our suggested link prediction methodology. Additionally, when 

comparing the overall results for recall, ANN-LM with a greater number of hidden layers 

outperformed other base-classifiers. According to this, ANN-LM may be thought of as a 

possible machine learning classifier for the link-prediction problem. Compared to previous 

recall values of 0.98 for AM, CC, PCA, and RST, CEL-MVE and ANNLM-4H had a recall of 

0.99. Table V shows the F-Measure performance for various (chosen) features and machine 

learning algorithms. The features GI and PCA both obtained maximum F-Measures of 0.89 

and 0.93 for CEL-MVE and ANN-LM with five hidden layers. The robustness of ANN-LM 

with more hidden layers is undeniably demonstrated. 

The overall findings (Tables II to V) show that GI, IG, and CC characteristics have a larger 

capacity to provide improved accuracy and trustworthy link-prediction. Similar to this, the 

relative performance evaluation shows that the suggested CEL-MAE model continues to have 

greater accuracy (98.7%), precision (0.95), recall (0.99), and f-score (0.93), indicating superior 

performance over cutting-edge base classifiers. As a consensus-based link-prediction, CEL-

MVE has a greater and more acceptable reliability than a single classifier. 

b. Machine Learning Performance Assessment 

Although the results previously mentioned confirmed the suggested model's effectiveness, the 

various features also indicated the adequacy of the features and the accompanying machine 
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learning model. However, we did 5-fold cross validation and acquired results in the form of 

accuracy, precision, recall, and F-Measure to evaluate the final performance of our suggested 

consensus based multi-feature learned ensemble learning model for link-prediction. As seen in 

our simulation, we were able to extract the features for a total of 1 lakh users. However, training 

over such enormously large features or models was laborious. Due to this, we trained over 5000 

people to assess the effectiveness of our suggested link-prediction. 5-fold cross validation is 

carried out. The suggested CEL-MVE model performs more consistently, and as a result, must 

be regarded as the best alternative, according to observations of overall performance and 

relative significances. The applicability and dependability of CEL-MVE classifiers are more 

reasonable and suggestible, even if ANN-LM with higher hidden layers also function 

adequately. As a result, we are able to confirm in this study that the CEL-MVE model combined 

with IG characteristics is effective for predicting future social media links. 

c. Machine Learning Performance Assessment 

Undoubtedly, our suggested consensus-based multi-feature learned ensemble model performed 

better than the traditional state-of-the-art machine learning models (as a standalone classifier); 

nonetheless, we used a qualitative way to compare performance to other current approaches. 

In this way, we contrasted the effectiveness of our suggested algorithm with that of alternative 

techniques. Authors recently [12] created a prediction model for social network connection 

prediction that takes into account many variables such shared neighbours, admic/adler, 

followers, followees, etc. Notably, this strategy maintained the 98.4% accuracy of the pre-

existing learning model while achieving a maximum accuracy of 98.7% with supervised 

learning method. The suggested CEL-MVE concept with GI feature set provides superior 

accuracy (98.7%) as well as acceptable recall measure performance when compared to the 

performance of our own proposed model. It confirms the robustness of our suggested model 

compared to earlier techniques. We have contrasted our suggested model with several 

alternative topological and behavioural feature-based methods to social media link prediction. 

Interestingly, our suggested strategy has outperformed other ways now in use. 

 

5. CONCLUSION 

The potential for business communities to use such platforms to reach their target audiences 

fast with the most information exchange has increased due to the exponential growth of internet 

technology and related applications, such as online social media. Even though social media has 

an enormously vast user base, it can be difficult to find interpersonal connections based on 

shared interests, preferences, or other factors. On the other hand, discovering many users who 

are as similar to one another as feasible can assist business communities in reaching a big 

percentage of people in a short amount of time with minimal overhead. Social media link 

prediction has become a promising strategy to achieve this goal. Although there have been a 

few studies on the social media evolution and link prediction tasks in the past, the bulk of the 

systems now in use either use a small range of user criteria, such as either topological or 

behavioural information. As a result, their effectiveness is restricted to precise link-prediction. 

Additionally, the majority of the approaches now in use use traditional machine learning 
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techniques as a stand-alone solution for link-prediction or related categorization. This research 

has placed a strong emphasis on using cutting-edge approaches using multi-feature learning 

and consensus-based ensemble learning principles to conduct social media link prediction in 

light of these important restrictions. In this study, many features including local features, 

topological features, and behavioural characteristics were retrieved from the node edge 

information in order to perform multi-feature learning. Thus, a significantly large but 

significant feature set was obtained, which could guarantee the highest level of prediction 

accuracy, using the various features such as the Jaccard coefficient, cosine similarity, number 

of followers, intermediate followers, ADAR, shortest path, page rank, Katz coefficient index, 

hitting time of hops, and preferential attachment for each node and allied node-pair. Different 

feature selection procedures, including the rank sum test, cross-correlation, principal 

component analysis, Gini index, and information gain were used as a result of the enormous 

feature volume and resulting influence on computational load. Notably, the evaluation of these 

feature selection techniques was carried out alone and in combination with feature sets, which 

ultimately assisted in determining the optimum feature selection technique for the relevant 

social media link prediction problem. In this paper, numerous algorithms, including logistic 

regression, decision trees, SVM, deep learning with ANN-GD and ANN-LM, and deep neuro-

computing, were used to introduce diversity of performance by different learning concepts in 

recognition of the fact that different machine learning classifiers exhibit different performance 

over the same input data. Notably, ANN-GD and ANN-LM with five distinct hidden layers (1, 

2, 3, 4, and 5 hidden layers) were used as the foundation classifiers as deep learning concepts. 

As a result, consensus-based ensemble learning was made possible by using a total of 6 basic 

classifiers. Maximum Voting Ensemble (MVE) theory was used to build consensus. It should 

be emphasised that in the proposed model, both the basic classifiers and the CEL (MVE) 

ensemble learning model underwent individual performance assessments. Consensus 

modelling allowed for more reliable categorization that was optimum. Being a two-class 

classification issue, the suggested link-prediction model allowed each base classifier and 

ensemble learning model to categorise node-pairs as Linked or Not-Linked. Each base 

classifier's prediction output was used by CEL, which operates based on MVE ideas, to conduct 

eventual classification or link-prediction. The base classifier ANN-LM with five hidden layers 

performs the maximum link-prediction accuracy (95.7%), recall (0.99), precision (0.93), and 

F-measure, whereas the suggested CEL-MVE model performs the highest cumulative accuracy 

of 98.7%, precision (0.95), recall (0.99), and F-measure of 0.93. (0.93). 1862220 people and 

9437519 linked node-edges from Facebook social media data were used in this investigation. 

It affirms the robustness and applicability of the proposed model for actual social media link 

prediction purposes, which can assist business establishments in identifying or segmenting the 

connected users to spread their intended business information, service, or product information 

in order to gain a better and more competitive market share. Due to the fact that the suggested 

model only used traditional regression, decision trees, and machine learning techniques, 

additional cutting-edge algorithms like Extreme Learning Machine (ELM) and Least Square 

SVM (LSSVM) might be evaluated in the future for link-prediction. 
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