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Abstract

This research presents a comprehensive similarity analysis of the consistency of authors in crafting papers and
providing simple conclusions or meanings in a journal. Machine learning technique are employed to assess the
similarity and interpretation of these sentences. The study attempts to mine text data, making it more structured
and easily understood, introducing an approach to identifying relevant author consistency in an extensive
collection by utilizing text analysis and the understanding of the meanings of new words using Natural Language
Processing. In the interim, the weight analysis was conducted through the validation of TF-IDF and Cosine
Similarity. By conducting an in-depth analysis across the corpus dataset consisting of 60 to 150 journal documents,
this research utilizes classification patterns, preprocessing patterns, similarity calculations, and interpretation of
results. This study is able to provide information about how consistent researchers are in writing assembled
journals. The results underscore the effectiveness of NLP in processing natural language, enhanced by the
incorporation of TF-IDF and Cosine Similarity, which refine the representation of relevance in journal content.

Keyword: Text Mining, Natural Language Processing, TF-IDF, Corpus, Cosine Similarity.

INTRODUCTION

This research presents a comprehensive comparative analysis of author consistency in crafting
and summarizing academic papers. It is observed that approximately 75% of the monthly
journals published in Indonesia amount to 1 million papers (Batra et al., 2020) .Academic
papers serve as valuable references for research and are often published to fulfill academic or
professional requirements. In writing research papers, objectivity and the use of empirical data
are crucial (Kupiyalova et al., 2020). Authors are expected to structure their papers per the
proposed research topic consistently. In assessing author consistency, a clear and reader-
friendly writing style is necessary.

Xiaofan's research indicates that 62% of researchers need help determining the consistency of
their writing in research papers, with 38% opting to await peer review results from publishers
(Xiaofan Lin, 2017) Furthermore, adherence to discipline-specific terminology and
conventions in every paper is essential (Rahmawati & Khodra, 2017). A well-constructed paper
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not only requires consistency in content but also coherence between sections, including the
title, abstract, introduction, and conclusion (Huynh et al., 2020). The interrelatedness of paper
sections ensures systematic assessment by the system, eliminating the inefficiency of manual
evaluations (Xia et al., 2019) Once consistency is established across paper sections, the final
output includes values and simple interpretations (Mardatillah et al., 2021). The research uses
a corpus dataset and LsaSummarize to identify the fundamental meaning of unstructured text.
(Gunasinghe et al., 2014) employ StandFordCoreNLP, WordNet, and Syntactic Similarity,
using the vector space model, to assess sentence meaning based on text similarity. This research
utilizes Python programming and responsive web design (Liu et al., 2018). In achieving
consistency and simple interpretation, deep text analysis is conducted, involving NLP
preprocessing stages, including case folding, tokenization, stop word removal, parsing, and
stemming (Zhang et al., 2020) Accurate descriptions improve consistency (Akhter et al., 2020)

Cosine Similarity measures the similarity of words or text within research articles or papers on
subtopics/descriptions within research topics, resulting in an efficient system. The proposed
text vectorizer employs TF-IDF to minimize assessment errors. The entire system is affected
by the relevance of individual words or texts to detect author consistency in relevant paper
creation (Gunasinghe et al., 2014). Weight extraction calculates values based on scientific
relevance. The word similarity system can be used as a reference for accurate output (Ridwang
etal., 2020a) Cosine similarity measures word frequency similarity. (Rinartha & Surya Kartika,
2019)

METHODOLOGY
1. Natural Language Processing

Natural Language Processing (NLP), also known as computational linguistics, has established
itself as a research field that involves computational models and processes to address practical
issues in understanding and manipulating human language (Mia & Latiful Hoque, 2019). Since
natural language is continually evolving, it is challenging to establish explicit rules for
computers (de Oliveira et al., 2021). NLP places a greater emphasis on extracting contextual
information from sentences (Kamsties et al., 2001) in documents and individual words within
sentences (Kilany et al., 2018).

@ 906 |V 18.111



Seybeld

REPORT

ISSN:1333-9212 DOI: 10.5281/zenodo.10209822

raw text
(string) pos-tagged sentences
(list of list of tuples)
h 4
sentence

o

segmentation ntity recognition

sentences chunked sentences
(list of strings) (list of trees)
A 4 A 4
tokenization re'at'.c’?‘
recognition

tokenized sentences
(list of list of strings) relations (list of

h 4 tuples)

part of speech
tagging

Figure 1: Sequnce Diagram Natural Language Processing

The primary focus is the mechanism of sentence mining for identifying keywords that serve as
representations of features in a specific document (Zeng et al., 2017).The initial step involves
extracting text, documents into sentences, which are then further segmented into words with
specific numbering, a process known as tokenization (Amanullah et al., 2019) as illustrated in
the system design above figure 1.

2. Vectorize with TF-IDF

The TF-IDF (Term Frequency Inverse Document Frequency) algorithm is a weighted statistical
method commonly used in information retrieval and data mining (Mz et al., 2023). It assesses
the importance of words within the text (Gunawan et al., 2017) or a corpus. The significance
of words increases proportionally with their frequency of appearance in the text but decreases
inversely with their frequency of appearance in the corpus (ZHANG Guangrongl, 2019).
Hence, the main idea behind the TF-IDF algorithm is that if a word or phrase appears frequently
within an article (high TF value) and rarely in other articles (low DF value, high IDF value)
(Lahitani et al., 2016), it is considered to represent the article effectively and can be used for
classification purposes (Yao et al., 2019). For example text:

A. Jupiter is the largest plane 5 number of words in a document
B. Mars is the fourth planet form the sun | 8 number of words in a document
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The initial step involves creating a vocabulary of unique words and calculating TF for each
document. TF will be higher for words that frequently appear in documents and lower for words
that are infrequent in documents. In TF-IDF, the TF value of a word is calculated as follows:
tfiy =n (1)

n,-]-

2Ny

The first stage in calculating TF-IDF, njj represents the frequency of the occurrence of term t;
in document d;, and the denominator is the sum of the frequencies of all words in document d;.
The IDF value of term ti is determined by dividing the total number of documents by the
number of documents containing term t;, followed by taking the logarithm of the result.

p _ |D|
idf; = logm (2)

The next stage, |D| represents the total number of all documents, and |{j: ti}| represents the
number of documents that contain the term t; in the text (the number of documents in which
the term njj # 0). It is important to note that if the term t; does not exist in the corpus, it can
result in a denominator of zero. To avoid division by zero, it is common practice to add 1 to the
denominator. It can be seen from table 3 that is presented, there are the results of the
calculations for the IDF stage before entering the next calculation stage.

(3)
Table 1: Result for text from TF-IDF
Words TF (for A) TF (for B) IDF TFIDF (A) TFIDF (B)
Jupiter 1/5 0 In(2/1) = 0.69 0.138 0
Is 1/5 1/8 In(2/2) = 0 0 0
The 1/5 2/8 In(2/2) =0 0 0
largest 1/5 0 In(2/1) = 0.69 0.138 0
Planet 1/5 1/8 In(2/2) =0 0.138 0
Mars 0 1/8 In(2/1) = 0.69 0 0.086
Fourth 0 1/8 In(2/1) = 0.69 0 0.086
From 0 1/8 In(2/1) = 0.69 0 0.086
Sun 0 1/8 In(2/1) = 0.69 0 0.086

After applying TF-IDF in the table 1, text in documents A and B can be represented as TF-IDF
vectors with dimensions equal to the vocabulary. The corresponding values for each word
represent the importance of that word in the respective document.
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3. Cosine Similarity

Cosine similarity is used to compare the similarity between documents, in this case, comparing
a query with training documents (Pattnaik & Nayak, 2019). When calculating cosine similarity,
the first step is to perform the dot product between the query and the document and then sum
it. Afterward, it involves multiplying the length of the document by the squared length of the
query, followed by calculating the square root. Next, the result of the dot product is divided by
the result of the product of the document lengths and the query. The formula can be expressed
as follows:

™ (tdij xtigk)

[Tl edif? xTiL eqik?

cosSim(d;, q; = (4)

Explanation

cosSim: Represents the degree of similarity between a specific document and a query.
tdij  : Stands for the i-th term in the vector for document j.

tqik  : Stands for the i-th term in the vector for query k.

n : Denotes the total number of unique terms in the dataset.

Here are the manual steps for calculating the Cosine Similarity algorithm:

a) Begin by defining three queries: the answer query (D), the critical answer query (Q),
and the combined query (Queries).

b) Remove any stop words or symbols that do not affect the evaluation from all three
queries. This includes punctuation marks like periods, commas, and exclamation points.

c) Eliminate common stop words from all three queries. Stop words are common words
that are often used in queries but do not carry significant meaning, such as "and," "if,"
"in," "but," "however," and so on.

These steps help preprocess the queries to prepare them for Cosine Similarity calculation,
where you compare the similarity between the queries.

4. Corpus

Based on the state of the art that we compiled, a corpus is a well-structured collection of digital
texts that allows for systematic analysis and data retrieval. A corpus can be constructed based
on international journal references by gathering articles from these journals and storing them
in a database (Adil et al., 2019). Corpora are used for various purposes, especially in language
and linguistic analysis (Roul et al., 2017) In this research, the LsaSummarize corpus is utilized
to help condense text into a coherent form.
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It provides accurate and representative data:

a) Accurate and Representative Data: Corpora offers precise and representative data
about how language is used in specific contexts.

b) Developing Natural Language Processing (NLP) Systems: Corpora serves as a
crucial data source for developing natural language processing (NLP) tools used for
automating tasks like machine translation, sentiment analysis, and text classification
(Manalu et al., 2017).

Collecting articles can be done manually or through web scraping (Ridwang et al., 2020b).
Then, journal articles can be selected randomly or based on specific criteria (Shin et al., 2018)
such as publication period, citation count, or popularity (Villanueva et al., 2022).

5. Consistency Analysis

In this research context, "consistency" refers to how various elements or parts of a scientific
paper maintain alignment, coherence, and good relationships. It includes upholding uniformity
in writing style, structure, terminology usage, and cohesion among elements such as the title,
abstract, introduction, conclusion, and other paper sections. The consistency model in this
research may involve natural language processing (NLP) analysis and techniques to measure
consistency in scientific papers. In other words, the research aims to identify whether authors
of scientific papers maintain the quality of consistency throughout their papers or if there is
significant variation or inconsistency between these sections.

In the NLP research context, a consistency model may involve the application of algorithms to
check and compare different elements in the paper, such as the title, abstract, introduction, and
conclusion, to measure the extent to which they are consistent in the use of words, phrases, or
language. This model can provide valuable insights into the quality and effectiveness of
scientific communication in papers and enable authors or editors to improve if discrepancies
or lack of consistency are found in their writing.

6. Structure Analysis

The structural analysis model in this research refers to the framework or methodology used to
analyze and evaluate the content structure in scientific papers, particularly in terms of the
relationships between various elements in the paper. It includes ways to identify and measure
the extent to which various elements in the paper are interconnected and consistent, such as the
title, abstract, introduction, and conclusion.

The structural analysis model in this NLP research may include steps such as the following:

1. Text Extraction: Text from various parts of the paper, such as the title, abstract,
introduction, and conclusion, is extracted from the source documents.

2. Preprocessing: This text may go through preprocessing stages, including cleaning the
text of irrelevant characters, changing letter case to lowercase (or vice versa), removing
common words, and performing stemming or word lemmatization.
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3. Similarity Measurement: Algorithms like TF-IDF and Cosine Similarity measure how
similar or related these elements are. It can help identify potential inconsistencies or
discrepancies in the use of words or terms across the paper.

4. Relevance Analysis: This model will evaluate the relationships between elements like
title and abstract, abstract and introduction, introduction and conclusion, and then check
content relevance and consistency.

5. Results and Visualization: The analysis results may be presented in numeric values or
visualizations that indicate the extent of consistency and relevance between elements in
the paper.

This structural analysis model helps understand how different elements in the paper are
interrelated and whether they consistently present information and arguments. It can assist
researchers, authors, or editors in improving the quality of scientific communication in papers.

RESULTS AND DISCUSSION

In the Results and Discussion section, we reached out to 50 journal samples out of 120 samples
ready to be submitted to the publication service provider. It was done to assess the similarity
and consistency of the authors in composing papers and to obtain a straightforward
interpretation of the paper's content.

[ PROBLEM MAPPING ] { PREPROCESSING J [ NLP J { PRODUCTS PRODUCED }
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Figure 2: Design Framework of thought System of Text Similarity

Figure 2. depicts about our mapping road The research proposed by the researcher has problem
mapping as follows: in the initial column, the researcher outlines the problem mapping for
assessing content consistency in research papers. This assessment analyzes the alignment of
content in the title, abstract, introduction, and conclusion of the research paper. The problem
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addressed in this study is how to measure the consistency between the content of the research
paper and the existing journal content in the research paper and draw conclusions about the
relevance of content in the research paper (Ridwang et al., 2020c). In the problem mapping, it
is explained that the challenge lies in identifying the consistency between words used in the
content of the paper's title, abstract, introduction, and conclusion.

This challenge often hinders efforts to ensure that all sections of the academic work are
interconnected and represent a consistent understanding of the topic. The system is capable of
identifying and analyzing the consistency of authors in composing papers using techniques
such as Vectorizer and Cosine Similarity. As a result, the system optimizes checking the
alignment between the title, abstract, introduction, and conclusion of a paper.
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Online Shopping has become a common thing
these days as a widk vanety of products arc availible
al a smgk phee. The ease of orderng a product and
getting the product delivered directly to home at 2
convenient date and time has atiracted many people.
Along with these, the discount offers being offered
by onlne shappmg sites are making the people stick
to oaline ordering. Everyone refers to the product
reviews before buymz a product. Then they can
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different products availible. Suppose a userneeds to
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calegorzed into different types 2s shown in the fgure
below.

Figure 3: Shows the Model Input of Text from Journal Documents

In figure 3 is shows an image of a journal document that wants to be processed to determine
how consistently the journal has been compiled. In the journal, a simple conclusion will be
made explaining the contents of the journal studied.
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Figure 4: Proposed Design System

Figure.4 explaining the system function used for text preprocessing, the following steps are
employed: Removing non-letter characters or spaces from the text. Converting all letters in the
text to lowercase (Wibowo et al., 2017). Tokenizing the text into words. Removing stop words
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from the text. Applying stemming, which involves transforming words into their base forms.
The ‘compute cosine similarity’ function calculates the cosine similarity between two texts.
Firstly, this function uses Scikit-learn's CountVectorizer to convert text into vectors based on
word frequencies (Raza et al., 2021). Then, the function calculates the cosine similarity
between the two resulting text vectors. The cosine similarity result is between 0 and 1, where
a higher value indicates a more significant similarity between two texts (Pohl et al., 2019).
Both functions are used to process text and measure similarity between different texts.
However, before using these functions, it is essential to import the required libraries such as re,
nltk, stopwords, and nltk. Tokenize, nltk.stem, nltk—corpus, stemmer, CountVectorizer, and
cosine_similarity (Masum et al., 2019).

The text processing involves several stages of preprocessing, including: Removing non-letter
characters or spaces from the text. Converting all letters in the text to lowercase. Tokenizing
the text into words (Kuang & Davison, 2018). The described functions and preprocessing steps
are essential for text analysis and similarity measurement:

a) Text Cleaning: This is the process of cleaning and processing raw text to make it easier to
analyze or process. It is often required in text analysis, natural language processing, or data
processing tasks involving text. The process includes: Correcting typos or spelling errors
in the text. Removing excessive numbers and punctuation (e.g., "Text!!!!"). Dealing with
text full of emojis, emoticons, usernames, and links (if the text is from platforms like Twitter
or Facebook). Handling parts of the text that are outside of English. Managing data that
contains a mixture of more than one language. Dealing with hyphenated words or data
containing abbreviated words (e.g., text processing). Addressing word repetition (e.g.,
"Data"). Text cleaning is crucial to prepare text data for meaningful analysis and
interpretation.

b) Case Folding: Case folding is one of the text processing steps that involves converting all
letter characters in the text to either lowercase or uppercase.

c) Slang Remover: A tool or process used to eliminate or replace slang words with appropriate
or standard words in a language. This is useful in text analysis and natural language
processing to ensure that the analyzed or processed text is not influenced by slang terms.

d) Stop word Remover: A process used to remove stop words (common words that often do
not carry specific meaning) from the text.

e) Stemming: A process in text processing that involves removing word suffixes to return
words to their base or root form.

f) Tokenizing: The process of breaking down text into discrete units called tokens. Tokens can
be words, phrases, sentences, or even characters, depending on the level of processing
desired. Tokenization is a crucial step in text processing and natural language processing as
it helps break down text into smaller units for further analysis.
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Figure 5. our explanation about preprocessing stages. After preprocessing, the results include
the similarity values for each paper's content, and a simple interpretation is generated to
summarize the paper's content that serves as the research object. The output contains values
representing the relevance comparison between the title and abstract, introduction and title,
conclusion and title, abstract and introduction, abstract and conclusion, and introduction and
conclusion.

_" Cosine Similarity

(L) sittiMawaddah umar

Dashboard

Pemaknaan Kalimat
2 Dashboard Journal

Title

‘ THE INFLUENCE OF SELF-CONCEPT (SELFCONGURITION) BATIK WEARER AND BATIK SYMBOLIC MOTIFS WITH BRAND LOVE IN RELATIONSHIP CLOSENESS (ENGAGEMED ‘

Abstract
This research focuses on jonshi jan Bati IF-congruity, brand love, and A}
customer with their Indonesian Batik, a i the country’s .

culture, exhibits diverse patterns influenced by local customs, beliefs, and geography. This study employs a causal |
research methed to examine the relationship among Indonesian Batik wearers' self -congruity, brand love, and v ‘
customer engagement with their selected symbolic motifs. The population| n this study comprises all users of

4
Introduction
Fashion Batk shows the self-image of Indonesian eulture, which isvery popular. Fashion batik A }
is produced with various styles and characteristcs of the maker. Invarios cities in Indonesia, .

batik is produced with patterns that show the characteristics of the community. The culture and |
philosophy of that city influence the patterns and types of batik. v ‘
Indonesian Batik was recognized as an intangible cultural heritage by UNESCO on October 2,

%
Conclusion
If-congruity significantly This shows that self-congruity among

usersand e motifs i batik wearers i

choice. Brand love significantly influences customer This shows love

among batik users and the symbolic batik motifs her choice has Impacted customer engagement

between the wearer of batik and the symbolic batik motif of his choice 4
4

Figure 6: The System Dashboard Display
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The above image figures.6 the system dashboard display represents the dashboard interface for
entering text content such as the title, abstract, introduction, and conclusion. It is used to
determine the similarity of text within research papers before processing to generate relevant
values and simple interpretations.

Similarity of Content Journal:

Between The Abstract and Title have a similarity value : 0.5617676245298948

Between The Introduction and Title have a similarity value : 0.5465687273686392
Between The Conclusion and Title have a similarity value : 0.666323995522636
Between The Abstract and Introduction have a similarity value : 0.5355429342143163
Between The Abstract and Conclusion have a similarity value : 0.6702926071201276
Between The Introduction and Conclusion have a similarity value : 0.5159384658513247

Sentence Meaning:

+ research focuses relationship indonesian batik wearers selfcongruity brand love customer engagement chosen symbolic motifs indenesian batik representation
countrys culture exhibits diverse patterns influenced local custems beliefs geography study employs causal research method examine relationship among
indonesian batik wearers self congruity brand love customer engagement selected symbolic motifs population n study comprises users indonesian batik wear
symbolic batik motifs calculate required minimum sample size author used lemeshow formula unknown pepulaticn lemeshow et al 1997 result 100 respondents
recognized unesces intangible cultural heritage batik essential part indonesian identity study explores selfcongruity wherein wearers selfconcept aligns products
image influences brand love results reveal significant impact highlighting actual social selfcongruity reflective correspondingly brand love defined passicnate
emotional attachment significantly affects customer engagement strongest elements yearning censcious attention indicative active interest enthusiasm learning
wearing symbglic batik motifs

Figure 7

The figure above shows the results of the comparison value of each TF-IDF and Cosine
Similarity match between the journal content and the results of the inferred simple meaning
obtained from the NLP process.

Accuracy Of Similarity

90%
80%%

70%

60%0
50%
40%
30%
209%
10%

0%

Abstract and Introduction Conclusion and Abstract and  Abstract and Introduction
Title and Title Title Introduction Conclusion and Conclusion

B Similarity § Accuracy

Figure 8: Accuracy Result of similarity of content journal
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Journal

Title

Automating Customer Claim Registration by Text Mining

Abstract

Our proposed method makes the process of claim registration
faster and more accurate compared to experienced call center
agents. Use of text mining and machine learning technigues will
increase the customer satisfaction and endows the call center

staff with better ways to help the customer.

Introduction

LTSS UESIZIEU TOT G T T O e Conacs

reason tree during the call. In the remaining of the paper, we

present the complete solution for automating customer claim

registration and evaluate the performance of the system.
The rest of the paper includes the review of related works,

problem setup, and experiments.

Conclusion

‘online IMPIEMEeNTation o the SYSIem restricled Us 1o mogenng

tools with fast inference time performance. Therefore, at this
work, we focused our attention to the simpler solution. In

our future work, we plan to use more advanced language
models and compare their results, both in terms of accuracy

and inference time, to our current proposal

=

DOI: 10.5281/zenodo.10209822

In figure 7 above, is the result of the system and figure 8 the above image shows the accuracy
result about relevant content similarity results are obtained, and they have high similarity
values with the following comparison values: abstract and title have a similarity value of
0.56%, introduction, and title receive a value of 0.54%, and conclusion and title are 0.66%.
The abstract and introduction have a value of 0.53%. The Abstract and conclusion are 0.67%,
and the introduction and conclusion are 0.51%. The results indicate that the obtained similarity
is reasonable and relevant for each section of the content. The results of the straightforward
interpretation of the research paper suggest that the paper explains essential aspects of the
research journal.

NI 2 J @D

N 4@p

Figure 9: The Text Content before Processing Refers to the Raw

Table 2: Example of Cosine Similarity Processing Step for the First Document of

Journal-Title Content

From the image above figure 9. It displays a dashboard interface for inputting text into the text
boxes before undergoing the preprocessing stage.

Cosine similarity . Hasil
Term Document 1 Document 2 (Ye (t) x wp (L) )
Natural" 0,200347 0 0
"Language" 0,200347 0 0
"Processing" 0.260658 0.174822 0.035025
"(NLP)" 0.260658 0.174822 0
"is" 0.260658 0.174822 0
"a" 0,200347 0 0.035025
"computerized" 0.260658 0.174822 0.035025
"way" 0.260658 0.174822 0.035025
"of" 0.260658 0.174822 0.035025
"analyzing" 0,200347 0.174822 0.035025
"texts." 0,200347 0 0
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"NLP" 0,200347 0 0
"involves" 0,200347 0 0
"the" 0,200347 0 0
"acquisition" 0.260658 0.174822 0.035025
"of" 0,200347 0 0
knowledge" 0.260658 0 0
"on" 0.260658 0 0
"how" 0.260658 0 0
"a" 0.260658 0 0
"person” 0.260658 0 0
"understands" 0.260658 0 0
"and" 0.260658 0.174822 0.035025
T ¢ (D1)

Table 3: Example of Cosine Similarity Processing Stage for the First Document of
Journal Abstract Content

Cosine similarity . Hasil
Term Document 1 Document 2 (@o(td) x wp (&)

"Semantic" 0 0.328253 0
"search" 0.252303 0.252303 0.063657
"Using" 0.252303 0.252303 0.063657
"Natural" 0.252303 0.252303 0.063657
"Language" 0.252303 0.252303 0.063657
"Processing" 0.252303 0.252303 0.063657
YT C (D2) 0.280201

M
c@D)= ) wolt)xep(t)

=0.310201 + 0.280201 = 0.5904

The results of Tables 2 and 3 above show the results of text similarity p sed using the
cosine formula of text similarity. The overall result of Document 1 shows the result of
0.310201, and the calculation result of Document 2 shows the same result of 0.280201. The
value is obtained from the similarity between Document 1 and Document 2, which is calculated
to get the same value so that when the results of D1 and D2 are summed up, the accuracy or
match value is 0.5904. If the result is made in percentage form, the similarity value between
the two documents is 59%. A similarity above 20% indicates that the correspondence between
the content of the paper is accurate and relevant. The sentence interpretations are created in a
simple and reader-friendly manner. However, if the representation results are below 0.2%, it
suggests that the content of the research journal is not relevant and has low similarity.

CONCLUSION

This research unveiled the complex dynamics of effectiveness and efficiency in understanding
natural language and assessing author consistency in journal writing. It leveraged standard NLP
algorithms combined with TF-IDF and Cosine Similarity to analyze the relevance between
journal content sections. The study involved a dataset of 60 documents out of 150 sample
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documents, demonstrating different trends compared to another research. By performing
comparative analysis using TF-IDF, a similarity percentage of 0.2% was achieved, indicating
that results fall below 0.2%, they are considered less relevant, and author consistency needs to
be improved. Performance in determining consistency with TF-IDF requires initial NLP
preprocessing, resulting in structured text that is more effective in conveying meaning in a very
understandable manner. However, the analysis results still need to be more accurate, which is
due to the dependence on the quantity of text processed in the TF-IDF stage, estimated to take
around 5 seconds per system run. When input texts have similarities, the relevance ranges from
50% to 68%. It emphasizes the ability of TF-IDF and Cosine Similarity algorithms to produce
accurate results.

Furthermore, the sentence interpretations generated by NLP achieved an accuracy rate of 87%
in the preprocessing performed within the system. The projected training duration for a dataset
containing content journals has the potential for improved efficiency, focusing on faster
processes related to text and natural language processing, which teaches machines to generate
easily understandable natural language for readers. It is a text-mining approach using journal
content prepared for submission to publication service providers and for assessing the
consistency of published journals.
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